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Abstract 
Reminiscence has been shown to provide benefits for older adults, 
but traditionally relies on personal photos as memory cues and 
interactions with real people who may not always be available. We 
present ReminiBuddy, a novel LLM-powered multi-agent conversa-
tional system, which allows older adults to engage with two distinct 
agents—one embodying an older identity and the other a younger 
identity—while using not only personal photos but also 3D models 
of generic nostalgic objects as memory cues. Our study, with older 
adult participants, found that the conversational approach both 
enjoyable and beneficial for reminiscence. While the younger agent 
was perceived as more emotionally engaging, the older one fostered 
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greater resonance in content. Personal photos prompted autobio-
graphical memories, whereas 3D generic nostalgic objects evoked 
shared memories of an era, contributing to a more multifaceted rem-
iniscence experience. We further present design implications for 
better supporting older adults in reminiscing with LLM-powered 
conversational agents. 
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1 Introduction 
Reminiscence, the process of revisiting past memories, is a well-
established practice known to offer significant benefits for older 
adults, including improvements in mental health, mood, and so-
cial interactions [35, 43, 44]. Engaging in discussions about past 
experiences serves as a cognitively stimulating activity for older 
adults, and contributes to psychological well-being through life re-
view [8, 13, 15]. This process is complex and multifaceted, varying 
significantly depending on the context and individuals involved. It 
can strengthen identity or serve as a means to educate and inform 
others [41]. The specific functions of reminiscence often depend on 
the nature of the relationship between participants. For example, 
sharing memories with close family members typically emphasizes 
identity reinforcement, whereas interactions with younger gener-
ations or strangers may focus more on teaching or advice-giving 
[15]. 

Despite the well-documented benefits, older adults often en-
counter challenges when engaging in reminiscence. Barriers such 
as difficulty in recalling memories, lack of opportunities for mean-
ingful conversation, or the absence of interested and available con-
versation partners can diminish the frequency and depth of remi-
niscence, thereby limiting its positive effects [38]. In response, the 
HCI community has endeavored to design technologies that not 
only facilitate but also enhance the practice of reminiscence by 
creating social scenarios that promote storytelling with families 
[28, 32] and memory sharing among older adults [7]. 

While prior technologies have provided valuable tools to support 
reminiscence, they often rely on interactions with real people—be 
it family members, caregivers, or even strangers [7, 28, 32]. This re-
liance on human interlocutors can sometimes limit the availability 
and accessibility of reminiscence opportunities. To address these 
limitations, recent research has begun exploring the use of conver-
sational AI-agent-driven systems designed to simulate human-like 
dialogue—as a novel approach to supporting reminiscence [9]. Con-
versational agents powered by Large Language Models (LLMs) 
trained on vast datasets, can understand and generate human-like 
text, enabling these agents to engage in natural, meaningful conver-
sations [21, 22]. These agents can simulate the role of a conversa-
tional partner by asking relevant questions, providing empathetic 
responses, and recalling previously shared information, thereby 
creating a coherent and personalized dialogue experience [18, 39]. 
This shift from human to AI interaction introduces new possibili-
ties for reminiscence, offering older adults a more accessible and 
consistent means of recalling and sharing their memories, even in 
the absence of human partners. 

On the other hand, memory cues are also important for enhanc-
ing the reminiscence experience. Visual cues, particularly photos, 
are among the most effective triggers for reminiscence, as autobio-
graphical memories are often encoded visually [12, 19]. For older 
adults, storytelling around photos not only evokes memories but 
also fosters social bonds, especially in intergenerational settings. 
This process contributes to the creation of a legacy through the 

sharing of personal mementos [30]. While personal photos are com-
monly used in reminiscence practices, research has shown that 
generic images can elicit more emotionally rich and personal sto-
ries [2], offering a different and potentially complementary role to 
that of personal photos. 

HCI researchers have investigated technologies to provide mean-
ingful cues [36] to support reminiscence. Yet, previous practices 
typically involved disjointed memory cues [9], or relied on limited 
dimensions (e.g., location [36]) or user selection and annotations 
[4] to create a meaningful reminiscence experience, without seam-
lessly weaving these memory cues into the process. With the advent 
of multimodal LLMs, the capability to comprehend data beyond 
text has greatly improved [46]. These multimodal LLM-powered 
systems can generate coherent and vivid narratives based on vi-
sual inputs [47], and even produce extended multimodal stories 
using user-provided images and texts as initial prompts [45]. This 
advancement opens new opportunities for conversational agents 
to engage users in dialogue centered around diverse modalities of 
memory cues, potentially enriching the reminiscence experience. 

Despite these technical advances, there remains a significant 
gap in understanding how these user-agent conversational sys-
tems can be effectively designed and integrated into the practice of 
reminiscence. Specifically, the interactive dynamics between users 
and agents, the potential benefits of interacting with AI agents, 
and the utilization of various types of memory cues, are areas 
that require further exploration. In light of these research gaps, 
we introduced a multi-agent conversational system, ReminiBuddy, 
which is designed to explore the impact of different agent identities 
and nostalgic artifacts on reminiscence among older adults (Figure 
1). When interacting with ReminiBuddy, older adults engage in 
simultaneous conversations with two LLM-powered agents: one 
embodying an older identity and the other a younger identity, of-
fering diverse perspectives. They engage in conversation around 
nostalgic artifacts, including personal photos and 3D models of 
generic nostalgic objects, creating a richly interactive environment 
for memory recall. Our system served as a technology probe to 
investigate the following research questions: 

How should such LLM-powered conversational system be 
designed, and in what ways might such a system influence 
reminiscence behavior, in terms of: (A) the conversation dy-
namics; (B) agent design; (C) digital artifacts as memory cues. 

We conducted a user study with older adult participants, in 
which they engaged in conversations freely with agents of varying 
identities for 30-40 minutes, discussing 3D generic nostalgic objects 
and personal photos displayed on the screen. Results indicated that 
participants found the conversational process both enjoyable and 
beneficial for reminiscence. Regarding agent identities, while partic-
ipants perceived the younger agents as more emotionally engaging, 
they felt that the older agents fostered greater resonance in content. 
As for artifacts, personal photos elicited more autobiographical 
memories, whereas 3D models of generic nostalgic objects evoked 
shared memories of an era, prompting reflection on the present. The 
combination of these diverse elements contributed to a richer, more 
multifaceted reminiscence experience. We have further discussed 
the implications of these findings for the design of multi-agent 
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Figure 1: ReminiBuddy prototype. An older adult interacts with two Responding Agents with two identities (older and younger) 
on a glasses-free 3D monitor, discussing nostalgic artifacts (3D models of generic nostalgic objects or personal photos). The 
older adult can freely choose which agent to converse with. An Artifact Switching Agent determines which artifact to display 
based on conversation history for each round of conversation. 

systems to support reminiscence among older adults, and we high-
light new directions to explore for fostering more engaging and 
meaningful reminiscence experiences. 

In conclusion, this work makes the following contributions: 

• We designed an LLM-powered multi-agent conversational 
reminiscence system, ReminiBuddy, which engages older 
adults in reminiscence with two-identity agents through 
discussions of personal photos and 3D models of generic 
nostalgic objects. 

• We conducted a user study to understand how the different 
agent identities and nostalgic artifacts facilitate reminiscence 
among older adults. We further present design implications 
for better supporting older adults in reminiscing with LLM-
powered conversational agents. 

2 Related Work 

2.1 Reminiscence and Older Adults 
Reminiscence, the process of revisiting past memories, offers sig-
nificant benefits for older adults, including enhancements in men-
tal health, mood, and social interactions [35, 43, 44]. Engaging in 
conversations about the past is a central activity in reminiscence, 
fostering a stronger sense of identity and serving as a cognitively 
stimulating exercise [13, 15]. Such engagement contributes to psy-
chological well-being by facilitating life review [8]. The process of 
reminiscence is inherently complex, serving multiple functions that 
address the emotional, social, and cognitive needs of older adults. 
These functions include problem-solving, identity reinforcement, 
and teaching or informing others [41]. Research indicates that in 
daily life, the functions of reminiscence vary depending on the so-
cial context and the relationship with the conversation partner [15]. 
For example, reminiscence with close partners or children tends to 

emphasize identity functions, such as expressing self-continuity, 
where a well-known listener encourages elaboration. Conversely, 
with children or strangers, the teaching or informing function is 
more prominent, where the speaker shares past experiences to 
impart knowledge or offer advice. 

Reminiscence is often triggered by various cues, including verbal 
prompts, visual stimuli (e.g., photos), music, and scents. Among 
these, visual cues are particularly effective in eliciting reminiscence, 
as autobiographical memories are frequently encoded as visual 
images [12, 19]. In everyday life, older adults find storytelling with 
photos to be both enjoyable and socially connecting, as it facilitates 
intergenerational relationships through the creation of artifacts like 
mementos, thus enabling them to leave a lasting legacy [30]. The use 
of photos as triggers for reminiscence may produce different effects 
depending on whether the photos are personal or generic. While 
personal photos are commonly employed in reminiscence therapy 
to evoke autobiographical memories (e.g., family photos), a study 
by Astell et al. [2] demonstrated that individuals with dementia 
recounted more stories with emotional and personal significance 
when shown generic photos compared to personal ones. 

2.2 Challenges and Technologies to Support 
Reminiscence of Older Adults 

While reminiscence offers significant benefits to older adults, its 
practice is often hampered by challenges in daily life. A critical 
issue is that older adults, despite enjoying storytelling and sharing 
memories, frequently feel that they have nothing to share or that no 
one is interested in listening [38]. This perception can severely limit 
the availability of materials and opportunities for conversations, 
thereby hindering their engagement in reminiscence activities and 
depriving them of potential psychological and social benefits. 



CHI ’25, April 26–May 01, 2025, Yokohama, Japan Sun et al. 

Over the past few decades, the HCI community has increasingly 
focused on designing technologies to support and enhance the 
reminiscence practices of older adults. These efforts have largely 
centered on addressing the challenges of providing meaningful 
memory cues and materials, as well as creating scenarios that en-
courage storytelling and memory sharing around personal artifacts, 
such as photos. Early initiatives, such as Memory Karaoke [36], 
retrieved the location, time, and photos from older adults’ personal 
visits to evoke meaningful memories, thereby facilitating reflection 
on their past experiences. More recent work, like MomentMeld 
[23], leverages AI technology to align semantically similar personal 
photos across generations, fostering intergenerational interactions 
and empathy. Other research has explored organizing photos for 
more effective family sharing through storytelling, as demonstrated 
by Axtell et al. [3]. Emerging technologies, including Virtual Reality 
(VR) and Augmented Reality (AR), have also shown potential in en-
abling remote collective reminiscence and augmenting 3D artifacts 
for intergenerational storytelling [7, 28]. 

While existing reminiscence technologies support older adults 
in recalling memories, whether independently or through inter-
actions with both familiar people and strangers, they all involve 
real human interactions. In contrast, conversational agents offer a 
distinct experience by enabling older adults to engage in memory 
recall and storytelling through dialogue with an AI rather than a 
real person. This shift presents a unique opportunity to explore 
how these agents can facilitate reminiscence differently from tradi-
tional social interactions. However, the dynamics of reminiscing 
with an agent, and the potential benefits of this approach, remain 
underexplored, revealing a critical gap in current research. Much 
of the existing research has focused on the technical feasibility of 
conversational agents and the development of content-generation 
technologies. For example, Caros et al. [9] developed text-based 
chatbot agents powered by AI to simulate conversational scenarios. 
Assistive robots equipped with dialogue systems and knowledge of 
older adults’ photos have also shown promise in facilitating remi-
niscence while providing cognitive training [39]. More recently, the 
rise of LLMs has enabled the generation of natural conversations, 
as demonstrated by Jeung et al. [21], who explored the potential of 
LLMs to support memory recall through AI-generated questions 
and cues. However, these studies primarily focused on content gen-
eration and technical implementation, with less attention paid to 
the interactive dynamics and the quality of user-agent engagement 
during reminiscence activities. 

In addition to their conversational capabilities, LLMs offer signif-
icant potential for multimodal understanding, which can enhance 
reminiscence experiences through the integration of both visual 
and textual cues. For example, the AI-driven interactive photo al-
bum GoodTimes has demonstrated the benefits of using multimodal 
inputs like photos and narratives to engage users in personalized 
storytelling, creating deeper emotional connections during remi-
niscence [40]. The ability to process and understand multiple forms 
of media allows for a richer interaction experience, helping older 
adults to more effectively recall memories and engage with personal 
artifacts in ways that traditional methods or singular media cues 
may not support. 

Building on these foundations, our research introduces a multi-
agent conversational system designed specifically to support remi-
niscence among older adults. This system integrates both personal 
photos and 3D models of generic nostalgic objects, offering a rich, 
interactive environment for users. We analyze older adults’ pref-
erences for different agents within the system, as well as their 
interactions with these agents and the broader system. By shifting 
the focus from content generation to understanding user prefer-
ences and interaction patterns, our work aims to provide more 
meaningful and emotionally resonant reminiscence experiences for 
older adults, thereby maximizing the benefits of these activities. 

3 ReminiBuddy: Design and Implementation 
Based on prior work and inspirations, we designed a multi-agent 
conversational reminiscence system, ReminiBuddy, with digital 
artifacts for older adults to engage in conversations with the agents. 
As Figure 1 shows, the system employs a glasses-free 3D monitor, 
displaying a nostalgic artifact—either a generic nostalgic object 
3D model or a personal photo—in the center, with two agents—an 
older agent and a younger agent—positioned in the bottom left and 
right corners respectively. The participant sits in front of the 3D 
monitor and chats with the two agents about the central artifact 
through voice interaction. The system’s overall interaction flow is 
illustrated in Figure 2. In this section, we described the interface 
and interaction features of the system, as well as its implementation 
details. 

Figure 2: Interaction flow of the ReminiBuddy system. (1) Af-
ter the user speaks, the Artifact Switching Agent determines 
whether to switch to a new artifact or continue with the cur-
rent one for the next conversation round. (2) Simultaneously, 
the system selects the Responding Agent (younger or older) 
based on the user’s eye gaze during speech. (3) Finally, the 
chosen Responding Agent generates and vocalizes a response 
to the user. 

3.1 Agent Design 
Feature 1: An Older Agent and a Younger Agent as the Re-
sponding Agents. Research on reminiscence among older adults 
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has primarily focused on two contexts: peer communication [7] 
and inter-generational storytelling [28, 30, 42]. While peer commu-
nication facilitates better social support. By incorporating agents 
with varied characteristics and conversational styles, we could en-
courage older adults to adapt their storytelling style and content, 
addressing the multifaceted nature of reminiscence. 

We implemented two types of Responding Agents: an older agent 
and a younger agent. The older agent is characterized as a Chinese 
older adult, approximately 65-75 years old, designed to be peers with 
our participants. The younger agent is depicted as a Chinese child 
of about 12 years old. The appearance of these avatars is designed to 
align with the Chinese cultural context, mirroring our participants’ 
cultural background, enhances participants’ sense of connection 
through cultural resonance [29]. For each role, we designed two 
avatars (one male and one female) in an animated style (Figure 3), 
assigning them common names and voices that correspond to their 
role settings. 

Figure 3: The four Responding Agents: two older agents (male 
and female) and two younger agents (boy and girl). 

Regarding the conversation design of agents, in each round of 
conversation, the agents would first offer either content-based or 
emotional responses to what the participant said. Then they would 
share personal experiences or knowledge related to the currently 
displayed artifact, and encourage the participant to share their own 
stories and feelings. Following are two examples of the agents’ 
responses: 

“Oh wow, the way you put it, I can totally picture that 
scene in my head! Speaking of music, I notice there’s 
another old gem here - a radio recorder (illustrated in 
Figure 5C). Take a look at this big black device, with 
those large speakers on both sides and all those buttons 
and knobs in the middle. Isn’t this the very thing we 
used to play the ‘Huo Yuanjia’ theme song on? Do you 
remember what it was like listening to music on one of 
these? I recall how everyone loved using it to record radio 
shows and their favorite songs. What kind of music or 
radio programs did you enjoy listening to most back 
then?” - An older agent response, with a radio-cassette 
recorder model as the displayed artifact 
“Wow, nainai (a generic Chinese term for older female), 
you were so brave! Standing up to your father for the 
hairstyle you wanted - that reminds me of when I wanted 

to dye my hair and my mom didn’t agree. You must 
have felt so cool insisting on getting that perm back 
then! I really admire your courage. And you mentioned 
it was your first time going to a photo studio alone - you 
must have been nervous and excited at the same time! I 
bet you were quite independent and strong-willed when 
you were young. I wonder, when you see all the trendy 
hairstyles young people have nowadays, do you find 
them interesting?” - A younger agent response, with 
a personal photo as the displayed artifact 

To help participants better understand the current state of the 
system during the conversation, especially during the process of 
waiting for the agents to generate responses, we designed four states 
of each agent (Figure 4): waiting for the user to respond, listening 
to user input, thinking about how to respond, and speaking to the 
user. In each conversational round, one of the Responding Agents 
(the logic for determining which agent responds is detailed in the 
following section) generates a response to the user or initiates the 
conversation at the outset. 

Figure 4: Four states of Responding Agents illustrated by the 
girl agent. 

3.2 Digital Artifacts as Memory Cues 
Feature 2: 3D Models of Generic Nostalgic Objects and User’s 
Personal Photos as Memory Cues. Previous research on rem-
iniscence among older adults has often utilized personal photos 
as stimuli, encouraging older adults to engage in storytelling, au-
thoring personal histories, and meaning-making [5, 37]. However, 
personal photos capture only a fraction of an older adult’s memo-
ries, leaving many experiences undocumented. Research has shown 
that generic images can sometimes play a different role of personal 
photos, and evoke more emotionally rich and personal stories [2]. 

Based on this, we incorporated generic nostalgic objects and 
user’s personal photos as memory cues to enrich and complement 
the reminiscence content. Generic nostalgic objects refer to items 
that are no longer commonly seen or have undergone significant de-
sign changes over time, but were ubiquitous during the participants’ 
youth. We selected objects that were common or held particular 
importance to the entire generation when our participants were 
young, approximately 20-50 years ago. 

In addition, research has shown that stimuli in immersive for-
mats, such as 3D models, could enrich storytelling [28]. Conse-
quently, integrating various forms of stimuli into the system could 
provide a more comprehensive and engaging reminiscence expe-
rience. Therefore, we employed 3D model representations for the 
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generic nostalgic objects, aiming for a more immersive and enriched 
storytelling experience. For each 3D model of generic nostalgic ob-
jects, we incorporated two states (Figure 5). The first presents a 
conventional view, offering an overall representation of the object. 
The second state is designed to highlight a specific feature or reveal 
a less obvious aspect of the item, achieved through rotation, scaling, 
or separating components. For instance, the TV model’s second 
state rotates to reveal its characteristically thickness (Figure 5A). 
For the mailbox model, the second state zooms in to show the text 
on it more clearly (Figure 5B). For the cassette-radio recorder, the 
second state shows the cassette flying out of the device, displaying 
closer to the user (Figure 5C). These model variations are intended 
to diversify the user’s points of interest when examining the objects. 

Figure 5: Illustrations of the two states of generic nostalgic 
objects. 

3.3 Conversation Dynamics 
Feature 3: Employ an Artifact Switching Agent to Manage 
Conversational Topic. To manage the progression of conversa-
tional topics, we implemented an Artifact Switching Agent. This 
agent determines whether to introduce a new artifact for the next 
round of conversation and, if so, which artifact to display. It op-
erates by searching the artifact database for items semantically 
related to the user’s most recent utterance. The decision-making 
process considers several factors, including the user’s latest ut-
terance, perceived user interest in the current topic, the number 
of conversational rounds regarding the current artifact, and the 
types of artifacts (generic nostalgic objects or personal photos) 
previously displayed to ensure a diverse selection. This approach, 
that is to separate the Artifact Switching Agent and the Responding 
Agents, is inspired by research suggesting that multi-step prompting 
techniques can enhance the effectiveness of LLM outputs, thereby 
reducing unexpected responses [20, 25]. During prototype develop-
ment, we experimented with using a single LLM request to both 
select the artifact for discussion and generate the agent’s response. 

However, this approach often led to irrelevant outputs, such as 
incorporating the artifact image’s filename into the conversation 
(e.g. “This photo ‘xxx.jpg’ depicts an old television...” ) or mentioning 
details of the image retrieval process (e.g. “You might be interested 
in this photo from the list.” ), which disrupted the conversational 
flow and confused the user. At the system’s initiation, a random 
artifact—either a generic nostalgic object or a personal photo—is 
selected from the database. The Artifact Switching Agent’s decisions 
are then communicated to the Responding Agents, guiding their sub-
sequent conversations. Notably, the user is unaware of the Artifact 
Switching Agent’s existence, maintaining a natural conversational 
experience. 

Feature 4: Use Voice Interaction to Navigate the Conversa-
tion Flow. Given the cognitive decay often experienced by older 
adults, their adoption and learning curve of digital technologies 
typically lag behind those of younger individuals [14]. To reduce 
the cognitive load on older adults while using our system, the in-
teraction mode should be designed to simulate natural interaction 
as closely as possible. 

We adopted voice interaction for both input and output to achieve 
a more natural interface, minimizing the need for reading or manual 
input. When a user decides to speak, they initiate their response by 
pressing the spacebar on the keyboard, which triggers the agents 
to change to the listening state. The user then presses the spacebar 
again to signal the end of their voice input. While this method 
may not be the most intuitive for voice interaction, we believe 
it represents the optimal approach given current technological 
constraints and the typical behavior patterns of older adult users. 
Specifically, older adults often require additional time to formu-
late their thoughts [24]. The spacebar initiation provides a pause 
for reflection without inducing pressure to respond immediately. 
Moreover, older adults tend to speak at a slower pace, posing a 
challenge for the system in accurately determining when the user 
has finished speaking. Therefore, using a key pressing indicator is 
preferable. 

Each agent is aware of the conversation history between the 
other agent and the user, but the two agents do not converse with 
each other. In addition, we implemented an interruption feature. 
Users can interrupt an agent’s speech at any point by pressing 
the spacebar and beginning to speak, which immediately halts the 
agent’s vocalization. 

Feature 5: Determine Responding Agent Based on the 
User’s Eye Gaze. The system determines which agent will re-
spond based on the user’s eye gaze during his/her speaking turn. 
The agent receiving the longer gaze duration responds; if the gaze 
duration difference is less than 1 second, a random agent is selected 
to reply. This feature was employed to mimic the natural interac-
tion in daily conversation, helping the older adults focus on the 
conversations rather than on operating the system. 

3.4 Implementation 
The system is implemented in Unity. It listens and understands 
the user’s vocal response, determines which agent should respond, 
decides whether to change the displayed artifact for the ensuing 
conversation, and generates the agent’s response and delivers it 
through voice. 
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3.4.1 User Input. The user’s vocal response is recorded and tran-
scribed into text using the CT-Transformer model [10]. Eye gaze is 
tracked using Tobii Eye Tracker 5L. 

3.4.2 Artifact Switching Decision. Personal photos and generic nos-
talgic objects (each object featuring two states) were stored into 
the database in advance. Besides, we used Claude 3.5-Sonnet to 
generate textual descriptions for these personal photos and object 
states. The details of the prompt design are discussed in Section 
3.4.4. These descriptions were converted into embeddings and saved 
in the database. 

The artifact decision process is illustrated in Figure 6. During 
each round of conversation, if the currently displayed artifact is the 
first state of a model, its corresponding second state is retrieved. 
Otherwise, the system retrieves the top-5 most similar artifact 
descriptions from the database based on the user’s latest utterance 
using vector cosine similarity search while filtering out previously 
shown artifacts. The Artifact Switching Agent then decides, based on 
the conversation history between the user and the agents, whether 
to switch to a new artifact (or a new state of the model) for display or 
to maintain the current one. If a switch is deemed appropriate, the 
agent also determines which artifact to display next. This decision 
is then communicated to the next Responding Agent to inform its 
response generation. 

3.4.3 Agent Response Generation. Agents’ responses are generated 
by Claude-3.5 Sonnet, with prompts listed in Appendix C. The 
generated responses are converted into speech using Azure AI 
Speech. The voices for the four agents are as follows: “Yunze” with 
“SeniorMale” speaking style for the older male agent, “Xiaoqiu” with 
“Default” speaking style for the older female agent, “Yunxia” with 
“Default” speaking style for the younger male agent, and “Xiaoyi” 
with “Default” speaking style for the younger female agent. 

3.4.4 Prompt Engineering. We adopted an iterative approach to 
prompt engineering, refining prompts for artifact descriptions, arti-
fact switching decisions, and responding agents. Five adult partici-
pants aged 25–40 participated in testing, focusing on the coherence 
of conversations and the relevance of selected artifacts in simulated 
reminiscence dialogues. Through multiple iterations, participants 
confirmed that the conversational flow and artifact selection were 
appropriate. Subsequently, a pilot study with an older adult par-
ticipant was conducted in two separate sessions to evaluate the 
finalized prototype. The participant reported a positive reminis-
cence experience, and any issues identified during the pilot study 
were addressed. 

Below, we provide detailed information on each aspect of prompt 
engineering: 

In describing artifacts (with prompts and examples provided in 
Appendix A), we prioritize the most relevant details while ensuring 
the description flows naturally within the context of the conver-
sation. Through iterative prompting and analysis of the model’s 
responses, we found that achieving richer and more coherent de-
scriptions required the LLM to capture not only the visible elements 
of the artifact but also the subtle atmosphere and broader context. 
Simple prompts like “describe this photo” often led to inconsisten-
cies. To address this, we specified mandatory elements to include 
in descriptions for both personal photos and nostalgic objects, such 

as people, facial expressions, object appearances, and relevant his-
torical context. To enhance flexibility, we also prompted the LLM 
to suggest potential keywords that could emerge during reminis-
cence. This approach ensures the model generates comprehensive 
descriptions while still allowing room for the organic discovery of 
additional details. Testing showed that this strategy allowed the re-
trieval process to identify relevant objects, provide sufficient detail 
for ongoing discussion, and facilitate smooth topic transitions. No 
manual modifications were made to the artifact description after it 
was generated. 

For the prompts guiding the Artifact Switching Agent to 
determine the appropriate timing for introducing new, rele-
vant artifacts into the conversation (Appendix B), the goal is to 
enhance the older adults’ experience by exposing them to a broader 
range of artifacts based on their interest level. We assume that if 
interest in a particular artifact wanes, the agent should switch to 
a new one. Through iterative testing, we developed expressions 
to gauge interest. For example, brief responses, limited personal 
anecdotes, or signs of disinterest indicate that it may be time to 
switch the artifact [6]. To further enrich the experience, we set a 
rule for the agent to introduce new artifacts after 4-5 conversational 
rounds, alternating between personal photos and other artifacts. 
Testing has shown that this strategy is effective in introducing new 
artifacts in a timely manner. However, we acknowledge that this 
approach may not always feel natural, as older adults may prefer to 
explore certain artifacts in greater depth if they find them engaging. 
Our method of gauging interest is primarily based on participant 
responses, and we discuss potential improvements—such as more 
context-aware approaches in the discussion section 6.1.3. 

For prompts that allow the Artifact Switching Agent to 
introduce new artifacts to the Responding Agents (Appen-
dix B)—essentially prompts that the responding agents receive, 
such as “switch the topic to this artifact”—we encountered several 
challenges. Directly presenting artifact descriptions to the respond-
ing agents often led to confusion. For example, personal photos 
might be mistakenly identified as not belonging to the older adults, 
and the context in which participants could view the objects was 
not always clear. In such cases, agents could inadvertently provide 
responses that were out of context for the older adults. Additionally, 
this approach sometimes resulted in repetitive questions or topics, 
especially when the same artifact was presented from a different 
angle in previous conversations. Transitions between artifacts also 
lacked smoothness. To address these challenges, we focused on 
crafting prompts that clearly communicated the context, ensuring 
that responding agents understood what participants were experi-
encing and could see during the interaction. 

For the role settings of the Responding Agents (Appendix C), 
we kept the prompts simple, specifying the agents’ ages, Chinese 
background, and ensuring they maintain a positive and encouraging 
attitude throughout the conversation. 

For prompts guiding the Responding Agents to generate 
responses (Appendix C), iterative testing revealed a key issue: the 
agents were asking too many questions but failing to share personal 
experiences and feelings, which is uncommon in real-life reminis-
cence conversations. To address this, we adjusted the prompts to 
reduce the number of questions and focus more on sharing personal 
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Figure 6: Artifact decision process. The system handles two cases: if the current artifact is the first state of a 3D model, its second 
state is retrieved; Otherwise, the top-5 most similar artifacts are retrieved based on the user’s latest utterance. The Artifact 
Switching Agent then decides whether to switch to a new artifact or continue with the current one, based on the conversation 
history. 

experiences. We also introduced the Artifact Switching Agent con-
dition, instructing the Responding Agent to follow topic guidance 
without direct interaction with the switching agent. During testing, 
we found that participants can occasionally ask questions, but the 
agent did not respond. We addressed this issue by incorporating 
appropriate responses into the context of the prompts. 

4 User Study 

4.1 Participants 
Participants were recruited through word-of-mouth and snowball 
sampling methods. Eligibility criteria included adequate hearing 
ability and corrected vision, as well as the ability to engage in ev-
eryday conversations in Mandarin. Each participant received a 100 
RMB compensation (equivalent to about 14 USD) for approximately 
90 minutes of their time, which aligns with the local average pay 
for research participation. This study received approval from the 
Institutional Review Board. 

A total of twelve participants (7 female, 5 male) completed the 
study. Their ages ranged from 60 to 80 (Mean = 66.58, SD = 5.42). 
None of the participants had prior experience with glasses-free 3D 
displays. Their demographic information is shown in Table 1. 

4.2 Apparatus and Materials 
In the user study, we ran our prototype on a Lenovo Thinkbook 
16P laptop, which was connected to a Lenovo Thinkvision 27-inch 
glasses-free 3D monitor. The optimal viewing distance for the mon-
itor is 0.6𝑚 − 1.2𝑚. 

For the generic nostalgic object 3D models, we prepared 9 models 
for each themed session: “home” and “going out.” The models for the 
“home” session include a television, radio-cassette recorder, early 

mobile phone (brick phone), desk, rattan chair, refrigerator, sewing 
machine, gas cylinder, and ceiling fan. The models for the “going 
out” session include a camcorder, film camera, winter clothing set 
(hat, padded jacket, shoes), woven bag, bicycle, motorcycle, bus, 
public phone, and mailbox. 

We asked each participant to prepare approximately 16 personal 
photos prior to the study, with eight for each theme. While the 
photos should ideally include elements related to our prepared 
nostalgic 3D objects, this is not mandatory. The photos were all 
taken before the year 2000. 

4.3 Procedure 
Participants were first informed of the aim of this study and signed 
a consent form. Experimenters then introduced the system’s key 
features and demonstrated their usage. Following eye-tracking cali-
bration, participants engaged in a brief 5-minute practice session. 
This session displayed two 3D models sequentially, aimed at famil-
iarizing participants with the system’s interface and interaction 
process. 

Subsequently, participants engaged in two themed sessions: “home” 
and “going out,” presented in a randomized order. Each session 
lasted 15-20 minutes, depending on the interaction willingness 
of the participants, judged by the experimenter. The Responding 
Agents’ genders were also randomized. In the first session, the 
agents’ genders were assigned randomly, and in the second session, 
their genders were set to be different from those in the first session 
(for both the older and younger agents), ensuring that participants 
could interact with all four agents. Agents’ positions (left or right) 
were also randomized. 
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Table 1: Participants’ demographic information. 

ID Age Sex Daily digital device usage Experience with conversational 
agents (e.g., smart speaker) 

How often to organize 
or browse old photos 

P1 63 M 3-5 hours Yes Never 
P2 71 M 1-3 hours No Never 
P3 67 F 3-5 hours Yes Rarely 
P4 69 M >5 hours Yes Sometimes 
P5 63 F 1-3 hours Yes Rarely 
P6 65 F >5 hours Yes Sometimes 
P7 80 M 1-3 hours No Often 
P8 62 F >5 hours Yes Rarely 
P9 66 F 1-3 hours Yes Often 
P10 70 F 3-5 hours No Sometimes 
P11 60 M 3-5 hours Yes Never 
P12 63 F 3-5 hours No Rarely 

Upon completion of these two formal sessions, participants were 
asked to fill out a post-study survey using 5-point Likert scales (Ap-
pendix D). The survey gathered participants’ experiences, focusing 
on the agents, artifacts, overall experience, any dizziness caused 
by the 3D display, and their use of technology and AI. For the con-
versational agents, we assessed factors such as likability, efficiency, 
trust, and the naturalness and smoothness of interactions, follow-
ing established methods in prior HCI research on conversational 
agents [26, 50]. These factors were evaluated for each individual 
agent. Regarding artifacts, we examined their appropriateness, rel-
evance, and usefulness in supporting reminiscence. Additionally, 
participants were asked about their willingness of using the system 
in daily life and whether it improved their mood, as an indicator 
of overall preference for the prototype. Subsequently, the experi-
menters conducted a semi-structured interview (outline listed in 
Appendix E) based on the survey results and observed usage pat-
terns during the study, asking them to elaborate on their reasons 
behind their ratings and behaviors. Participants provided qualita-
tive feedback on the system and shared their expectations for such 
systems. 

4.4 Data Collection and Analysis 
Conversation histories, including roles, content, displayed arti-
facts, and timestamps, were recorded. Four authors collaboratively 
analyzed the conversation histories of three participants, employ-
ing both deductive and inductive coding techniques to develop a 
codebook for user response patterns and content. The four coders 
then independently coded the conversations, meeting subsequently 
to discuss and resolve disagreements. In the end, we arrived at 
three categories of user response patterns and seven categories 
of response content. For response content analysis, we quantified 
the occurrence of each category and word count (Chinese charac-
ters after transcription) as indicators of the reminiscence effect. To 
compare the effect of independent variables (e.g., agent identity 
or artifact type), we first weighted the dependent variable in each 
category to account for overall differences between independent 
variables for each participant, then applied Wilcoxon signed-rank 
tests to analyze the differences. 

Post-study survey results were aggregated, and quartiles were 
calculated accordingly. 

Interviews were recorded and transcribed. Three authors (also 
the study experimenters) analyzed the transcripts, identifying four 
themes: overall system perception, conversational dynamics, agent 
design, and artifact use. They then independently coded the tran-
scripts, followed by meetings to discuss and resolve any coding 
discrepancies. 

For data analysis, we examined participants’ ratings from the 
post-study survey, including their overall experience as well as 
their perceptions of the agents and the displayed artifacts. We also 
analyzed the conversation dynamics with the agents, including 
speaking duration, number of speaking turns, and average speaking 
duration per turn. Additionally, we studied content of participants’ 
utterances and explored the effect of agent identity and artifact 
types on conversation dynamics and response content. Finally, we 
investigated participants’ eye gaze patterns during the interac-
tions. 

5 Results 
In this section, we first present our key findings regarding par-
ticipants’ overall perceptions and attitudes towards the system. 
We then address our research question by examining participants’ 
behaviors and attitudes in three aspects: conversation dynamics, 
agent design, and artifacts. 

5.1 Overall System Perception and Attitudes 
Overall, participants experienced an improvement in mood after 
engaging with the system (Mean = 4.3, Median = 4.0), as shown 
by the post-study survey. As a matter of fact, laughter commonly 
occurred throughout the conversations, for which we identified 
three primary reasons. First, participants laughed when reminiscing 
about pleasant times or describing experiences with joy and pride. 
For example, P10 chuckled with delight when talking about her son 
being admitted to his dream university. Second, they laughed when 
triggered to recall funny events from their past. P6, for example, 
chuckled while telling the story of an early mobile phone user in 
her neighborhood being mocked for seemingly talking to a “brick”. 
Third, they also found amusement in their interactions with the 
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agents when the agents posed naive questions (e.g., P8 burst into 
laughter when the child agent asked if she had ever hung stuff from 
a ceiling fan) or made silly mistakes in recognizing people in the 
photos (e.g., P3). 

Participants also expressed a willingness to use the system in 
their daily lives (Mean = 4.3, Median = 4.0). Interviews indicated 
three main reasons for the positive reception. First, the system as-
sisted participants in recalling past experiences through storytelling 
(P3, P4, P6, P7). During the interview, P5 shared an anecdote about 
her friend that echoed this statement. During the pandemic, this 
friend, approximately 60 years old, created a slideshow of family 
photos for his father, who was nearly 90. Day after day, he would 
play this slideshow for his father and guide his father in sharing 
stories about each photo. This ritual became their way of passing 
time and maintaining connection during the lockdown periods, 
reflecting the power of reminiscence through storytelling. 

Second, participants appreciated having a “person” to converse 
with while reminiscing (P1, P5, P9), which “enhanced their willing-
ness to share stories” (P11). This was particularly valued by older 
adults living alone. As P9 explained, “I like to have my TV on when 
I’m alone at home – as far as I know, many people like me do this – 
having some sounds at home makes me feel accompanied.” 

Third, the system allowed for independent reminiscence without 
the presence of others. P3 elaborated, “I didn’t need to consider how 
the agents think or respond, without purposes such as impressing 
others or educating younger generations. It is a fully self-reflective 
process.” 

5.2 User-Agent Conversation Dynamics 
To investigate user-agent conversation dynamics, we first examined 
turn-taking behavior to assess the balance of conversation and how 
agents and participants respond to each other. Next, we analyzed 
participants’ response content to explore how the conversations 
influenced reminiscence. Lastly, we investigated participants’ per-
ceptions and attitudes toward the conversations. 

5.2.1 Turn Taking Behavior. During the prototype trial across the 
two themed sessions, each participant engaged in conversations 
for an average of 15.6 minutes, comprising a mean of 22.7 turns, 
with each turn lasting an average of 41.6 seconds; meanwhile, the 
four agents spoke for a total of 11.7 minutes (averaged across par-
ticipants), taking 23.5 turns, each turn lasting around 29.8 seconds 
(Figure 7). These results suggest a relatively balanced dynamic of 
interaction between participants and agents, indicating that the 
system has successfully fostered natural and engaging conversa-
tions. 

Analysis of participant responses revealed three response pat-
terns: reactive response, active response, and proactive initiation, with 
examples listed in Figure 8. Reactive response refers to participants 
directly answering the agents’ questions, sometimes including brief 
but minimal social engagement with the agents, varying from short 
to more extended answers. Active response involves participants 
socially engaging with the agents, sometimes asking about the 
agents’ personal backgrounds or experiences. Proactive initiation 
occurs when participants initiate new topics, which could involve 
knowledge-based discussions or social interactions with the agents. 
Overall, participants spent more time responding to the agents, 

Figure 7: Comparison of turn-taking behavior between partic-
ipants and Responding Agents, regarding speaking duration, 
number of speaking turns, and average speaking duration 
per turn. 

compared to actively engaging with the agents or starting new top-
ics, as the distribution shown in Figure 8, which shows the number 
of people exhibiting different patterns. 

Eye-tracking data revealed that users were generally engaged, as 
most of their eye gaze focused on the regions of interest (the artifact 
and the two agents)(Figure 9). During interactions, participants 
looked at the displayed artifact significantly longer than at the two 
agents combined (𝑡11 = 5.20, 𝑝 < 0.001). 

5.2.2 Distribution of User Response Content. We analyzed the par-
ticipants’ response contents and identified seven categories: Auto-
biographical memory, Public memory, Factual memory, Comparison 
with present, Social interaction, Knowledge discussion, and Topic ne-
gotiation. The explanation and examples for each category are listed 
in Table 2. 

The distribution of participants’ response contents is illustrated 
in Figure 10, arranged in descending order based on the word (Chi-
nese character) count. The large word counts and high occurrence 
for Autobiographical and Public memory categories indicate that 
reminiscence was effective. Moreover, there is a notable portion 
of Comparison with present responses, suggesting participants re-
flected on current living conditions, mainly positively according 
to post-interview. Additionally, participants constantly engaged 
in social interactions with the agents, albeit with fewer words, 
demonstrating their willingness to converse with the AI agents. 

5.2.3 Conversational Experience and Functions. Overall, partici-
pants reported that interacting with the system was fluent and 
coherent (P5, P10, P12). They were particularly impressed by the 
agents’ capacity to understand and engage in smooth and natu-
ral conversations (P1, P5, P8, P9, P10, P11). Participants rated they 
liked conversing with the four agents (Mean = 4.5, Median = 4.0). P8 
even remarked, “I initially thought you were controlling the agents’ 
responses behind the scenes.” 

Interviews indicated that all participants endorsed the conver-
sational approach of the system, with the following three main 
reasons. First, this approach provides a conversation partner that 
guides the storytelling process. The conversational format facili-
tated the initiation of storytelling, providing participants a starting 
point, “making the whole process easier to start” (P8). Moreover, 
the interactive approach encouraged participants to “share more 
contents, which is a good form of language exercise” (P1) and “can 
stimulate the brain to be more active” (P3). 
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Figure 8: Participant response patterns. Three types of responses were identified: (1) Reactive response: participants directly 
answer agents’ questions; (2) Active response: participants engage socially with agents, sometimes inquiring about their 
experiences; (3) Proactive initiation: participants introduce new topics or initiate knowledge-based discussions. The figure 
illustrates examples of each response type. 

Figure 9: (A) Heatmap of all participants’ gaze distribution. (B) Percentage of gaze distribution over ROIs. 

Second, participants appreciated how the agents would first 
provide responses, usually positive, to what they said before con-
tinuing the conversation. “This made me feel very delighted.” (P6) 
They also reported an inclination to engage with agents that pro-
vided more positive feedback during conversations, as exemplified 
by P1’s stated preference for the boy agent“the boy agent response 
with positive feedback and spoke in a manner that was more flatter-
ing”. Yet, participant (P2) pointed out that “It’s not always good for 
responses to be positive. I would prefer them to be more targeted.” 

Third, conversing with agents offered participants new aspects in 
their reminiscence processes. The agents’ descriptions, associative 

thinking, and inquiries about artifacts triggered “more memories 
and recalled more details” (P12) than they might have when simply 
narrating stories about the artifacts directly. P9 noted, “The agents’ 
detailed descriptions and questions helped me remember things I 
hadn’t initially recalled. For example, when it came to TV, I might 
have only remembered how bulky they were at first. But when he (the 
agent) asked about the antenna, it triggered memories of how we used 
to adjust it to get a better signal.” 

Last, conversing with agents offers additional benefits compared 
to interacting with a real person. While human conversation part-
ners are not always available, agents can be accessible at any time. 
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Table 2: Response content categories and examples. 

No. Content category Explanation Examples 
1 Autobiographical memory Recollections of one’s own 

life experiences and personal 
events. 

“That winter wasn’t particularly cold, and 
it didn’t snow. So, during the festive atmo-
sphere of the New Year, our whole family 
went out to enjoy ourselves in the park. (P3)” 

2 Public memory Recollections of previous 
lifestyles. 

“Back in those days, if one family had a televi-
sion, all the neighbors would gather to watch 
together. Ever since we got TV, our cultural 
life has become much more enriched. (P12)” 

3 Factual memory Descriptions of the displayed ar-
tifact, such as who is the person 
in the photo or the details of the 
object. 

“The one being held is my granddaughter, 
and the person holding her is my elder 
brother’s daughter. (P6)” or “That thing on 
top is the flash bulb. We used it when taking 
photos at night or in low-light conditions. 
(P9)” 

4 Comparison with present Comparisons between what 
things were like in the past and 
how they are now. 

“Nowadays, we don’t do that (sewing clothes) 
anymore. There’s no need for it now. These 
days, we just go to the shopping mall to buy 
clothes. (P5)” 

5 Social interaction Social responses to the agents, 
such as praising agents or ask-
ing about the agents’ personal 
experiences. 

“Haha, what you said is really interesting! 
(P4)” or “Have you also been there? (P4)” 

6 Knowledge discussion Exchanging opinions or asking 
questions with the agents. 

“Each type of transportation has its own 
unique features. None can completely re-
place the others. Everyone has different 
travel habits and needs. (P2)” 

7 Topic negotiation Negotiating with the agents 
about the topic under discus-
sion. 

“How about we discuss international travel 
instead? (P2)” 

Figure 10: The distribution of participants’ response contents. 

Furthermore, users can express themselves freely when talking to 
an agent, without concerns about judgment or reactions, which 
is often not the case when talking to a real person. As P2 noted, 
“Even if I’m angry, I can just yell at it without worrying consequences.” 
Consequently, this process may facilitate self-reflection, allowing 
people to be more candid about their inner world, and potentially 
serve as a means of emotional regulation. 

However, a common concern among participants was the lengthy 
response time of the agents. On average, participants waited 31 
seconds (SD = 6.8) between finishing their speech and hearing the 

agent’s response. P6 commented, “While I can understand the system 
needs time to process, the waiting time feels awkward.” P1 also stated, 
“the long wait kind of killed my enthusiasm to continue.” After the 
study, we conducted additional analysis by simulating conversa-
tions and examined the factors that contributed to participants’ 
waiting time. Results showed that the delays were primarily caused 
by participants’ speech transcription and Responding Agents’ re-
sponses generation, particularly for long participant utterances. 
Speech recognition time varied with the length of the utterances, 
ranging from 5 to 15s. The generation time for Responding Agent’s 
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responses increased from 4 to 20s as conversation history grew, 
which increased the context content that was fed to LLM to gen-
erate responses. The Artifact Switching Agent decisions required 
about 3s, while converting Responding Agents’ responses to speech 
took about 2.5s. Remaining time was due to program execution and 
network transmission. Moreover, participants wished for agents 
to intelligently determine who the user intended to converse with. 
Although some participants found the current eye tracking method 
“convenient” (P9), others considered it not natural enough. For ex-
ample, P4 noted the discomfort of feeling obligated to maintain eye 
contact with an agent for the sake of politeness while responding to 
their question, which consequently led to a prolonged conversation 
with that particular agent. 

Some participants also noted a lack of depth in the dialogues 
despite the overall fluency of the conversations, probably due to the 
issues with topic management. P4 observed, “Just when I’m really 
getting into it, the topic changes, and we end up barely scratching 
the surface of anything.” P11 also noted that “sometimes the agents 
would ask questions about trivial details, such as what is the element 
on a displayed object, which is a little bit meaningless.” 

5.3 Perspectives on Agent Design 
Overall, participants expressed a positive perception of the agents, 
rating them favorably in terms of overall likability, conversation 
naturalness, conversation fluency, conversation effectiveness, and 
trustworthiness (Figure 11). Wilcoxon signed-rank tests showed 
that ratings between older and younger agents did not significantly 
differ for all the five dependent variables. Comparative analyses 
of word counts across the seven categories of response content, 
conducted using Wilcoxon signed-rank tests, also demonstrated 
no significant differences in the distribution of response content 
between the older and younger agents (Figure 12). Eye-tracking 
data also showed no significant difference in the percentage of 
time users spent looking at older agents versus younger agents 
(𝑊 = 33, 𝑝 = 0.677). 

Although the ratings and the distribution of response content 
between the older agent and the younger agent did not statistically 
differ, participants stated that they treated the two types of agents 
differently. As one participant (P2) noted, the choice of agents 
“depends on my mood at the time and the topics I want to discuss. ... 
When chatting with Xiaoming (the boy agent), I was more likely to 
explain about how things were in the past. But with the older agent, 
knowing that he has also experienced those times, I would directly 
discuss the situation at that time with him.” 

Wilcoxon signed-rank tests revealed significant differences in 
participants’ conversation rounds (older agent = 10.4, younger agent 
= 13.0, 𝑊 = 7, 𝑝 = 0.035) and speaking duration (older agent = 6.2 
min, younger agent = 9.6 min, 𝑊 = 8, 𝑝 = 0.012) between inter-
actions with older and younger agents, demonstrating a tendency 
for participants to engage more frequently with the younger agent. 
Participants’ speaking duration per round did not significantly dif-
fer between the two types of agents (older agent = 45.4s, younger 
agent = 46.2s, 𝑊 = 35, 𝑝 = 0.791). Post-survey interviews revealed 
that the primary reason for this preference was that the younger 
agents were perceived more emotionally engaging. Participants 
reported finding the younger agents more appealing, describing 

them as “adorable” (P4, P11, P12), which fostered “a sense of close-
ness” (P12). They were perceived as having “a brighter future” (P6), 
with participants being “attracted to their vibrant energy” (P3). More-
over, the younger agent’s responses were perceived as “emotionally 
richer, making me want to keep talking to it” (P1). Interestingly, these 
impressions were not solely derived from our prototype’s avatar 
design but also influenced by participants’ real-life experiences. As 
one participant (P10) expressed, “It’s not only these child agents but 
also children in general. I’ve always had a preference for conversing 
with children in my daily life. It makes me feel younger.” P5 noted 
that “sharing with the child agents made me feel my era and my own 
experiences were more meaningful.” 

On the other hand, the older agent was perceived as more relat-
able in content, sharing both background knowledge and spiritual 
resonance. Some participants preferred conversing with the older 
agent due to the perception of “shared more background knowledge 
(than the younger agent)” (P9) and finding it “easier to communicate” 
(P1). As P9 noted, “When talking to the child agent, it responded 
shallowly, making me wonder whether it truly understands. Feels like 
there was a generational gap.” Furthermore, participants stated that 
interacting with the older agent fostered “a stronger sense of mutual 
communication, characterized by sharing, empathy, and reciprocal 
understanding” (P4). Participants felt they could “share and discuss 
life insights with the older agent, whereas discussing such topics with 
a child feels weird as they might not understand” (P3). 

5.3.1 Expectations for Agent Design. Regarding agent identity, in-
terviews revealed that participants were generally hesitant about 
agents mirroring individuals from their personal lives. First, partic-
ipants believed the psychological projection involved would influ-
ence the content and emotions of their reminiscences. For instance, 
due to certain contents of reminiscences that are not suitable for 
sharing with acquaintances, such as unpleasant experiences, they 
would not share these with the agent mimicking that familiar per-
son. As P10 explained, “There’s always a bit of conflict between people, 
which could potentially bring back some unpleasant memories.” This 
could cause them to be cautious when speaking, worrying that the 
agent might not want to listen (P1, P3). Second, there were concerns 
about the agent’s prior knowledge being inadequate, especially re-
garding the specific details of shared experiences, which hindered 
its ability to maintain a high level of authenticity during the rem-
iniscence process. As P2 stated, “If agents just look like someone 
but lack the shared experiences I have with that person, they might 
come off as insincere and out of place.” Conversely, participants were 
receptive to agents embodying celebrities or characters related to 
the discussion topic. They believed interacting with celebrities or 
well-known characters could make reminiscence more interesting 
and engaging, as stated by P10 that “It would be really interesting to 
chat about my sports experiences with Olympic winners.” 

In terms of the appearance of the agents, participants found the 
agents to be dull, lacking in vividness, and suggested designing 
more vivid appearances. The current cartoonish representation of 
the agents was perceived as not engaging enough. As P9 elaborated, 
“The design of these agents creates a sense of psychologically distant, 
making me worried that they were reluctant to talk with me”. Further-
more, participants suggested that more detailed design elements 
should be added to the agents to make them vivid and realistic. 
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Figure 11: Participants’ ratings for the four Responding Agents. 

Figure 12: Mean number of Chinese characters per response 
content category with older and younger agents. Error bars 
represent standard error; NS: not significant. 

From the verbal behavior perspective, they proposed varying the 
tone according to the emotional content (P11). From the nonverbal 
behavior perspective, participants suggested incorporating body 
movements (P4), eye contact feedback (P9), and facial expressions 
(P5), emphasizing nonverbal behaviors’ importance in delivering 
human-like feelings. 

5.4 Perspectives on Artifacts 
In general, participants reported that both personal photos and 
3D generic nostalgic objects displayed during conversations were 
appropriate, facilitated the recall of past experiences, enhanced their 
engagement in conversations, and increased their willingness to 
use the system (Figure 13). Wilcoxon signed-rank tests showed that 
ratings between 3D generic nostalgic objects and personal photos 
did not significantly differ for all the four dependent variables. These 
artifacts effectively guided older adults in reminiscence activities. 

As one participant noted, they were all “precious memory treasures” 
(P6), while another mentioned that the objects “touched my heart” 
(P3). 

We did not analyze the differences in participants’ total speaking 
duration or conversation rounds between personal photos and 3D 
generic nostalgic objects, as these were influenced more by the 
decisions of the Artifact Switching Agent than by the participants 
themselves. Participants’ speaking duration per round did not sig-
nificantly differ between the two types of artifacts (personal photo 
= 43.4s, 3D generic nostalgic object = 48.7s, 𝑊 = 25, 𝑝 = 0.301). 

Analysis of the response content distribution between the generic 
nostalgic objects and personal photos showed that the two types 
of artifacts elicited different forms of reminiscence (Figure 14). We 
conducted a comparative analysis of word counts across the seven 
categories of response content, using the Wilcoxon signed-rank 
test, contrasting personal photos with generic nostalgic objects. The 
results showed that personal photos, compared to generic nostalgic 
objects, elicited more Autobiographical memories (𝑊 = 9, 𝑝 = 0.016), 
and less Public memories (𝑊 = 0, 𝑝 < .001), less Comparisons 
with present (𝑊 = 11, 𝑝 = 0.050), and more Social interactions 
(𝑊 = 10, 𝑝 = 0.021). As P10 stated, “photos evoke memories of people 
and events, while the old objects remind me of the era itself.” 

First, personal photos predominantly evoked Autobiographical 
memories, including individual experiences, significant life events, 
the evolution of relationships, etc. Personal photos could “instantly 
trigger more memories, providing a wealth of stories to tell.” (P2) 
Moreover, participants enjoyed the process of reminiscing about 
the past through old photos, stating that the system helped to better 
utilize the value of these old photos. As P12 expressed, “Most of the 
photos we typically browse are from recent years, but spend less time 
looking through the old ones.” 

In contrast, generic nostalgic objects tended to elicit shared mem-
ories of the era, representing common experiences across a gener-
ation. Participants expressed greater surprise when seeing these 
objects, as it is “rare to come across these objects in daily life,” (P5) and 
“such objects are seldom captured in photos.” (P11). This statement 
was echoed by many participants during our recruitment process 
saying that photos containing the objects we specified were rather 
difficult to find. Additionally, seeing these objects made participants 
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Figure 13: Participants’ ratings for generic nostalgic objects and personal photos. 

Figure 14: Mean number of Chinese characters per response 
content category for personal photos and generic nostalgic 
objects. Error bars represent standard error; * p < 0.05, *** p < 
0.001, NS: not significant. 

“feel very close and familiar” (P5), allowing them to relive the era 
they represented, “triggering lots of memories” (P1, P2). As P6 ex-
pressed, “They practically transported me back to that era, making 
me feel very excited.” Furthermore, the generic nostalgic objects 
often prompted Comparisons with present, leading to reflections on 
societal changes. As P9 expressed, “When I recall these details from 
the past, it really makes me nostalgic. Thinking about all we’ve been 
through, and how we’ve arrived at this high-tech life now, I feel a real 
sense of joy and pride in how far we’ve come.” 

We also found that the effectiveness of generic nostalgic objects 
depends on the participants’ familiarity with the item, as well as 
the richness of their experiences related to it. Participants were able 
to share more extensively about objects they had previously used 
and had stories associated with. These narratives often included 
details such as when they first encountered the object, how it was 
used, who they used it with, and interesting anecdotes related to 
it. Conversely, when participants encountered objects they were 
unfamiliar with, they found it relatively challenging to elaborate 
on them, with P2 noting that there was “nothing much to say”. 

In addition, the 3D representation further enhanced the im-
pact and stimulating effect of the generic nostalgic objects. Par-
ticipants all found the models to be very realistic, “as if the object 
is truly present in front of you.” (P6) Most of the participants in-
quired whether they could touch and play with the model during 
the study. Throughout the conversations, they frequently explored 
the displayed model by viewing it from various angles. As P11 
summarized, “The 3D format has a really powerful visual impact. 
It leaves a deep impression.” In the post-study survey, participants 
all rated strongly agree/agree with the statement “not feeling sick 
when using the system” (Mean = 4.8, Median = 5.0), indicating no 
cybersickness. 

6 Discussion 
With the rapid advancement of LLMs, LLM-powered agents show 
great potential in engaging older adults in conversations flexibly 
around various memory cues to assist in reminiscence. However, 
there’s a significant research gap in how to design such systems 
and understand their impact on reminiscence behavior. Specifically, 
how the conversation dynamics should be designed, and how agent 
identities and various artifacts as memory cues would affect the 
reminiscence behavior remain underexplored. To address this re-
search gap, we presented ReminiBuddy, a multi-agent reminiscence 
system, featuring agents with older and younger identities, as well 
as generic nostalgic objects and personal photos as memory cues. 
We used it as a technology probe to explore how it might facilitate 
reminiscence in older adults. We first examined the effectiveness 
of the conversational approach in supporting reminiscence among 
older adults. We then investigated how different agent roles and 
types of artifacts influence the reminiscence process. Overall, we 
found that conversational interactions between the agent and older 
adults effectively facilitated reminiscence. Furthermore, the diver-
sity of agents and memory cues played complementary roles in the 
reminiscence process, enabling older adults to reminisce from vari-
ous perspectives and enriching the content of their recollections. In 
this section, we discuss our findings and key design implications to 
guide future practices towards effectively supporting reminiscence 
in older adults using LLM-powered conversational agents. 

6.1 Future Design Considerations and 
Directions 

Our study offers the following design considerations to inform 
the future development of similar applications, with a focus on 
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agent identity and design, the use of artifacts as memory cues, and 
fostering more natural and flexible conversational dynamics. 

6.1.1 Exploring the full spectrum of agent design in en-
riching the reminiscence experience. Our study involved four 
agents with distinct identities, varying in age and gender, achieved 
through differences in appearance and prompt design. We found 
that older adults’ interaction behaviors, perceptions, and prefer-
ences varied with agent identities, aligning with previous research 
showing that metaphorical descriptions help older adults conceptu-
alize voice assistants (VAs) and establish interaction norms [11, 17]. 
Specifically, interactions with younger agents prompted more con-
versational turns and longer engagement than with older agents. 
Younger agents were described as energetic and emotionally engag-
ing, consistent with findings that emotional support motivates older 
adults to engage in reminiscence [49]. Participants often likened 
younger agents to children, with comments like, “Sharing knowl-
edge with children who don’t know about it is meaningful,” reflect-
ing real-life reminiscence motivations [15]. In contrast, older agents 
were seen as more relatable and suitable for reflective conversations 
on life experiences and relationships. These results suggest that 
distinct agent roles can enhance reminiscence by addressing varied 
needs: younger agents may foster emotionally uplifting interac-
tions, while older agents facilitate deeper, self-reflective dialogues, 
such as reframing negative experiences into positive insights [31]. 
While we could not tell the differences in interaction behavior be-
tween agent identities were due to variations in visual appearance, 
voice characteristics or prompt design, we prioritized consistency 
in the agents’ attributes to its identity. Controlled studies with com-
prehensive metrics, such as user experience, emotional responses, 
and reminiscence depth, can further clarify how agent identities 
and their specific attributes affect older adults, guiding the design 
of personalized reminiscence technologies and better addressing 
the nuanced needs of older adults during reminiscence activities. 
We did not explore the effect of the gender of agents, although 
we observed a slight preference for the male agents in our experi-
ment, due to the small sample size and the slight gender imbalance 
among participants. Future research could also consider factors be-
yond age and gender, such as cultural background and personality 
traits, to further diversify agent identities. With the rapid advance-
ments in LLMs capable of role-playing (e.g., [33, 48]), this becomes 
increasingly feasible. 

Moreover, unlike traditional VAs, which are often perceived as 
fictional characters or acquaintances [11], our agents were mostly 
viewed as distinct individuals. For instance, one participant engaged 
with an older agent asked about its life and expressing concern for 
its well-being. However, this mental model was not consistent, espe-
cially regarding the older agent. Some saw the agents as peers, while 
others associated them with their own grandmother. These diverse, 
anthropomorphic interpretations highlight the complex mental 
models that agents with human-like qualities evoke. Furthermore, 
the metaphorical description of agents can influence participants’ 
impressions and may lead to negative effects on conversation top-
ics and feelings of relaxation. Some participants felt constrained 
when interacting with older agents perceived as peer strangers, 
comparing these interactions to real-life conversations with adults. 
This sometimes discouraged sharing personal stories due to privacy 

concerns. For the same reason, some participants found agents 
modeled after family or friends undesirable, as they felt more re-
stricted in their choice of topics, worrying about whether the agents 
would “want” to listen. Thus, when designing the agents assisting 
older adults in reminiscence, we recommend that the agent identity 
also need to be carefully designed. Future work should explore the 
boundaries between viewing agents as strangers, familiar figures, 
or surrogate family members, and how these perceptions affect 
the depth and quality of reminiscence. This exploration could offer 
key insights into how to fine-tune agent personas to align with 
different reminiscence goals, from light social engagement to deep 
emotional processing. 

6.1.2 Investigating and implementing diversified and rele-
vant artifacts as memory cues. Our study explored the use of 
both personal photos and generic nostalgic objects as memory cues, 
uncovering distinct patterns in their effectiveness. Personal photos 
predominantly elicited autobiographical memories (e.g., “When 
I was...”), while generic nostalgic objects were more effective in 
evoking era-related memories, such as public recollections (“Ev-
eryone back then...”) and comparative reflections (“Back then... but 
now...”). These findings align with prior research demonstrating the 
efficacy of personal and generic photos in supporting reminiscence 
[2, 6]. However, our work builds on these insights by demonstrating 
that generic objects uniquely support the recall of public and com-
parative memories, often linked to broader historical or cultural 
contexts, while introducing new reminiscence scenarios where the 
conversational partner is an agent rather than a human. This high-
lights their potential to enrich the reminiscence process beyond 
personal storytelling. Generic artifacts also serve as an effective 
alternative in scenarios where personal photos are unavailable, en-
abling memory recall and storytelling [49]. Moreover, engaging 
with generic objects may involve greater cognitive effort to retrieve 
forgotten details, providing an additional layer of cognitive stimula-
tion—a recognized benefit of reminiscence activities [8, 13]. While 
prior technologies have predominantly emphasized personal pho-
tos as memory prompts, particularly for storytelling with family 
members or peers [7, 28], our findings suggest that generic objects 
play a complementary role. Thus, the choice of artifacts should 
align with the specific goals of reminiscence—whether the focus is 
personal storytelling, cognitive training [39], or engaging activities 
such as games [1]. 

However, our study also highlighted a key limitation: partici-
pants emphasized that effective reminiscence materials must res-
onate with their lived experiences. Objects disconnected from their 
personal history or cultural context often failed to inspire mean-
ingful engagement. While our study used a limited set of generic 
artifacts, future research could expand this scope by developing 
larger, more adaptable collections tailored to individual preferences. 
Advancements in generative AI present exciting opportunities for 
enhancing memory prompts. Recent studies by Jin and Cai et al. 
explored generating images based on older adults’ conversations to 
support reminiscence and storytelling [22]. Although challenges re-
main in aligning generated content with participants’ memories, fu-
ture systems could dynamically adjust nostalgic objects—modifying 
colors, adding elements, or generating personalized scenarios—to 
better match users’ experiences. Such advancements could create 
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more flexible and accessible memory prompts, ultimately enhancing 
the effectiveness and personalization of reminiscence technologies 
for older adults. 

6.1.3 Advancing toward more natural and flexible conver-
sational dynamics. Our study on designing conversational expe-
riences for older adults with two agents yielded valuable insights, 
with participants offering generally positive feedback. The inter-
actions revealed important strengths in the system, particularly 
in terms of engagement and relevance to their needs. However, 
our analysis identified areas for improvement, particularly in the 
dynamics of interactions. These findings inform potential design 
implications and future directions: 

(1) Adapting to older adults’ interaction patterns. Our study 
identified three interaction patterns among participants: reactive, 
active, and proactive initiation. Most participants exhibited reactive 
behaviors, responding primarily to the agents’ prompts. Some par-
ticipants actively engaged by offering compliments, asking follow-
up questions, or introducing new topics, such as personal concerns 
or opinions about the agents. Proactive participants occasionally 
requested shifts to more interesting topics. However, the agents’ 
rigid artifact-centered prompts limited these opportunities, dimin-
ishing the potential for dynamic and personalized exchanges. This 
aligns with prior research highlighting non-cooperative user behav-
ior, where users deviate from predefined paths when dissatisfied 
with the conversation topics [27]. To address this, conversational 
designs should accommodate varied interaction styles by allow-
ing prompts to adapt dynamically. For example, when participants 
deviate from artifact-centered discussions to share personal reflec-
tions or request new topics, agents should recognize and respond 
to these cues rather than redirecting back to predefined structures. 
Implementing mixed-initiative dialogue systems [16], where both 
users and systems flexibly lead the conversation, could enhance 
personalization and create more meaningful exchanges. Such flex-
ibility would align with older adults’ conversational preferences 
and improve engagement. 

(2) Enhancing artifact and topic switching. Currently, artifact-
switching prompts are uniform, with predefined conversation lengths 
of approximately five turns per artifact. While this ensures exposure 
to multiple artifacts, it limits conversational depth and adaptability. 
Participants often expressed frustration when artifacts they found 
particularly interesting were switched too quickly, whereas less 
engaging artifacts received disproportionate attention. To improve 
this, artifact-switching mechanisms should leverage multimodal 
cues such as engagement duration, voice tone, or sentiment analy-
sis to gauge participant interest more effectively. For example, if a 
participant expresses enthusiasm or shares detailed stories about 
an artifact, the system should extend the interaction. Conversely, 
when participants show disinterest or provide minimal input, the 
system could shorten the discussion and transition to a more en-
gaging artifact. This dynamic approach would keep conversations 
relevant and engaging, catering to participants’ preferences. 

(3) Refining the turn-taking mechanism. The current turn-
taking mechanism, based on eye-tracking, introduced a level of 
natural interaction but also revealed limitations. Some participants 
found prolonged eye contact uncomfortable and made eye contact 

out of politeness rather than an expectation of a response. This oc-
casionally resulted in unintended conversational turns, disrupting 
the flow and reducing the depth of engagement with a single agent. 
Future turn-taking mechanisms should incorporate additional cues 
such as verbal acknowledgments, subtle gestures, or conversational 
pauses to facilitate more intuitive interactions [34]. This approach 
would reduce misunderstandings and allow participants to engage 
at their own pace, free from the pressure of rigid design constraints. 
Moreover, turn-taking should not be limited to participants and 
agents. Adding interactions between the agents themselves could 
address moments when conversations become less engaging or 
participants struggle to provide relevant input. Conversations be-
tween agents could serve as an additional memory cue for older 
adults, stimulating reminiscence and creating a more realistic so-
cial interaction scenario. This approach could further satisfy older 
adults’ social needs, making interactions with the system feel more 
authentic and dynamic. 

6.2 Limitations 
Our work has limitations that could potentially motivate future re-
search directions. First, due to the exploratory nature of this study, 
we couldn’t identify the specific effects of certain variables, such 
as differences between 2D and 3D formats, the varying familiar-
ity participants had with generic objects versus personal photos, 
and generic object and photo content. Specifically, the 3D effect 
seemed to be engaging, as it appeared to stimulate participants’ 
interest and desire to interact with the generic nostalgic object. 
This raises the intriguing question of whether similar engaging 
effects could be achieved by rendering personal photos in 3D. Such 
a development could potentially enrich the reminiscence process, 
as the immersive quality of 3D visuals might trigger more vivid 
emotional and cognitive responses when interacting with personal, 
meaningful memories [28]. Exploring this possibility could reveal 
subtle nuances in how 3D visuals influence the recall and emo-
tional engagement with personal photos, thereby offering a deeper 
understanding of their potential impact on reminiscence. A more 
controlled study is needed in order to explore these factors’ impact 
on the reminiscence process and effectiveness. Second, our partici-
pants came to the lab to try the system for relatively short periods. 
Open questions remain about how they might use such a system 
over longer terms and in real-world settings. For example, it’s un-
clear how people would feel about having AI agents in their homes, 
or how the system might integrate into daily routines. Future work 
should address the generalizability of these aspects. Third, cultural 
differences may affect how older adults perceive and interact with 
the system. The role of reminiscence, attitudes towards technol-
ogy, and inter-generational communication styles, the impact of 
different artifacts and photo content on user engagement can vary 
across cultures [29]. Future research needs to go further to include 
participants from diverse cultural contexts. Last, participants in 
our study were all relatively well-educated, open-minded, and pos-
sessed a certain level of proficiency towards new technologies. How 
less-educated older adults or those more conservative towards new 
technologies might perceive this system remains an open question. 
Incorporating these demographics into future studies is crucial to 
inform the development of such systems for broader use. 



CHI ’25, April 26–May 01, 2025, Yokohama, Japan Sun et al. 

7 Conclusion 
The advancement of LLMs has opened new possibilities for AI-
driven reminiscence support, enabling dynamic interactions be-
tween AI agents and older adults using diverse memory cues. How-
ever, the optimal design of such systems and their effects on rem-
iniscence practices remain unexplored, specifically regarding the 
design of conversation dynamics, agent identities, and artifacts as 
memory cues. 

To address this gap, we present ReminiBuddy, a novel LLM-
powered multi-agent system enabling older adults to interact with 
two distinct agents—one older, one younger—using personal photos 
and 3D models of generic nostalgic objects as memory prompts. 
Conversations with peers often spark a sense of shared experience 
[7], while storytelling with younger generations has demonstrated 
numerous benefits for reminiscence [28, 30, 42]. As for memory 
cues, while personal photos are the most frequent cues, research has 
shown that generic artifacts can sometimes bring additional bene-
fits [2]. Therefore, we incorporated these diverse elements into our 
system to inspire future design of such systems. Results showed that 
participants found the conversational process enjoyable and bene-
ficial for reminiscence. The younger agent was perceived as more 
emotionally engaging, while the older agent was more relatable 
in content. Personal photos triggered autobiographical memories, 
whereas generic nostalgic objects evoked shared era-related memo-
ries, collectively offering a multifaceted reminiscence experience. 

Based on these results, we propose design implications to inform 
the future development of conversational reminiscence systems. 
We also discuss future research directions for building such systems, 
aiming to enhance their effectiveness and user experience for older 
adults. 
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shirts and has calm expressions.\nThe overall atmo-
sphere is warm and comfortable, reflecting the family 
life of that time.\nPotential keywords:\nOld photo, 
1960s-70s, husband and wife, living room, old-style 
TV, family life, nostalgia, memories, younger days, 
new household appliances, interior design style, changes 
in lifestyle. 

A.2 Prompt for Generating Generic Nostalgic 
Object Descriptions and an Example 

Prompt for generating description for a generic nostalgic object: 
Describe this 3D model of generic nostalgic object, 
including its appearance, elements, historical back-
ground, function, and everyday uses. Also, provide 
potential keywords that might appear in a conversa-
tion reminiscing about the past based on this object. 
Do not use line breaks; instead, use \n to indicate a 
new line. 

Example of description of a generic nostalgic object (TV as an 
example): 

This 3D model is an old-style television set.\nAppearance: 
Square wooden cabinet, large screen on the front, two 
knobs and a speaker grille on the right side.\nElements: 
Cathode ray tube screen, tuning knob, volume knob, 
wooden casing, metal decorations.\nHistorical back-
ground: This type of TV was common in the 1960s-70s 
and was the center of home entertainment.\nFunction: 
Receives television signals and displays images and 
sound.\nEveryday uses: Watching news, TV shows, 
movies, etc.; families gathering around the TV to 
spend time together.\nPotential keywords: Childhood 
memories, family gatherings, black and white TV, ad-
justing antennas, static screen, limited broadcasting 
hours, weekly must-watch programs, TV repairman. 

B Prompts for Artifact Switching Decision 
Prompts for Artifact Switching Agent’s decision making: 

I (an agent) am reminiscing about the past with an 
elderly person (human) based on old objects (3D mod-
els) and their old photos. You, as an invisible assistant 
in our conversation, should assist our dialogue accord-
ing to the following rules: 
1. If the human’s latest dialogue mentions an image 
more strongly related than the current one, tell me 
to change the topic and select a matching image ID 
from the image list. 
2. If the elderly person cannot engage in the conversa-
tion with relevant personal experiences, for example, 
if they reply very briefly, express little to no experi-
ence with the items in the image, mainly talk about 
others’ experiences, or show disinterest, tell me to 
change the topic and select an image ID from the list 
that the human might be interested in. 
3. Check how many rounds of conversation have oc-
curred around the current 3D model or photo. If it 

exceeds 2 rounds for a 3D model or 5 rounds for a 
photo, tell me to change the topic and select an image 
ID from the list. 
4. When selecting an image from the list, if the current 
image is a 3D model, prioritize selecting a personal 
photo; if the current image is a personal photo, prior-
itize selecting a 3D model. 
5. Output in JSON format, without any explanation. 
— 
Conversation: 
<conversation_info> 
— 
Image list, each line in the format ‘image id , image 
name , brief description of image’: 
<image_info> 
— 
JSON output format: 
“change_topic”: true, # or false 
“image_id”: 2, # the id of the image, leave -1 if ‘change_topic’ 
is false 
Your response: 

What the Artifact Switching Agent (assistant) say in conversation: 
“I have found this relevant image: <image_info>.<model_change>. 
If this is a description of a photo, please be aware 
that this is a personal photo of the human. Guide 
the human to reminisce about the scene in the photo, 
including time, place, people, background, etc., and 
encourage storytelling. If this is a description of a 3D 
model of an old object, the human will be viewing 
this model in real-time. Please naturally encourage 
the elderly person to observe the model’s details, com-
bining its appearance and elements (for example: ‘Do 
you see [appearance or element]...’). If the human has 
already discussed some content in previous conversa-
tions, please inquire about aspects of the image that 
haven’t been mentioned yet, avoiding repetition. Af-
ter briefly summarizing the previous topic, you now 
need to smoothly transition the conversation to this 
new image.” 

C Prompts for Responding Agents 
Agent role setting for the older agent (for prompt constant <role_prompt>): 

You are agent_1. You play the role of a 65-75 year old 
Chinese elderly person, similar in age to the human. 
You are gentle and patient, helping the human remi-
nisce about good times in the past, and encouraging 
the human to share their own stories and feelings. 

Agent role setting for the younger agent (for prompt constant 
<role_prompt>): 

You are agent_2. You play the role of a 12-year-old 
Chinese child. You are full of energy and use simple, 
direct language to guide the human in sharing their 
experiences and feelings. Your language should make 
the human feel relaxed and happy. 

The prompt for generating responses are: 
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You are reminiscing about the past with an elderly 
person (human), and this is your character setting: 
<role_prompt>. The human’s gender is <user_gender>. 
Please speak in Chinese. Your response should be a 
short paragraph, not too long, without line breaks. 
Avoid using questions, and instead use your own per-
sonal experiences as guidance. If you must use a ques-
tion, limit it to only one. In the conversation, besides 
you, there is another agent and a conversation assis-
tant (assistant). The assistant will provide you with 
image descriptions and topic guidance. Please do not 
engage in any form of dialogue with the other agent 
or the assistant. Please continue the conversation with 
the human about reminiscing the past. If the human 
asks you a question, please answer their question first. 

D Post-study Survey 
The post-study survey instrument is listed in Figure 15. 

E Semi-structured Interview Outline 
The Semi-structured interview outline is listed as follows: 

(a) Conversational Agents: 
• Ratings in the Post-Study Survey 
– What were the reasons behind the ratings you provided 
in the post-study survey? 

• Perceptions and Impact of Agents on Conversational Behav-
ior 
– Who is your favorite conversational character and why? 
– What are your feelings towards different agents? Do they 
influence your conversational behavior? 

• Preferences for Character Design 
– How would your experience differ if these virtual charac-
ters were your friends or children? 

– Are there other characters you would like to interact with? 
What are your expectations and suggestions for character 
design? 

(b) Nostalgic Artifacts: 
• Ratings in the Post-Study Survey 
– What were the reasons behind the ratings you provided 
in the post-study survey? 

• Memorable 3D Nostalgic Objects or Personal Photos 
– Were there any particularly memorable 3D nostalgic ob-
jects or personal photos, and what dialogues were associ-
ated with them? What made them memorable? 

• Differences in Perceptions Between 3D Nostalgic Objects 
and Personal Photos 
– How do your feelings about 3D nostalgic objects differ 
from personal photos? Did they affect your conversational 
behavior? 

(c) Experience During System Use: 
• Ratings in the Post-Study Survey 
– What were the reasons behind the ratings you provided 
in the post-study survey? 

• Overall Impression of the Experience 
– What is your overall impression of the experience? 

• Memorable Aspects of Using the System 
– What were the most memorable aspects of using the sys-
tem? What are its greatest strengths and weaknesses? 

• Suggestions for System Design 
– Do you have any suggestions for the system design, in-
cluding dialogue, characters, materials, and other aspects? 

(d) Daily Reminiscence Behavior: 
• Habits of Organizing and Reviewing Old Photos 
– Do you have a habit of browsing or organizing old photos? 

• Comparison with Daily Reminiscence Behavior 
– How does your daily reminiscence behavior compare with 
your experience using the system? 
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Figure 15: Post-study survey. 
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