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ABSTRACT

This work presents Dual-Stick, a novel controller with two
sticks connected at the end that innovates a Dual-Ray interaction
paradigm to enrich raycasting input in Virtual Reality (VR). Dual-
Stick leverages the inherent human dexterity in using everyday tools
such as clamps and tweezers to adjust the relative angle between
two sticks. This design supports Dual-Ray interactions that provide
with a heuristics-based enhanced mechanism. It also offers more
flexible manipulation by taking advantages of additional degrees of
freedom provided by clamping angle. We conducted two studies to
evaluate the effectiveness of Dual-Ray in target selection and ma-
nipulation tasks. The results indicated that Dual-Ray significantly
improved efficiency in target selection compared to single-ray input
but did not outperform the enhanced single-ray technique. In terms
of manipulation, Dual-Ray effectively reduced completion time and
mode switching compared to single-ray input.

Index Terms: Handheld controller, virtual reality, raycasting, 3D
target selection and manipulation.

1 INTRODUCTION

Handheld controllers are an integral part of virtual reality (VR) sys-
tem and user experience [29]. They enable users to intuitively in-
teract with the virtual environment, translating hand actions into
VR and providing precise control and tactility. An emerging and
promising direction is switching over from traditional bulky con-
trollers to more lightweight and sleek designs. Notable examples
can be seen in recent research and industrial efforts dedicated to de-
veloping pen-like [17, 27, 34] and wand-like prototypes [64, 8] for
VR controllers, facilitating interactions in a more accurate and intu-
itive way. However, lightweight devices maintain a ray-button input
paradigm, and the limited degrees of freedom (DoF) in a single-ray
system restrict 3D manipulations, such as scaling [63] and depth
adjustments [11, 47]. Furthermore, the compact size of lightweight
controllers prevents them from having as many buttons and haptic
devices as traditional controllers [55], leading to reduced mode-
switching options and diminished feedback, and the fact that selec-
tion accuracy can be hindered due to factors like muscle fatigue or
hand tremors [48].

Previous research has primarily focused on enhancing ray-
casting input capabilities [14, 10, 48, 4, 76, 79, 45] and expand-
ing device input channels [62, 19, 43, 1, 29, 78, 15]. Numerous
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Figure 1: Dual-Stick with the novel Dual-Ray paradigm enables clamp
selection (a) and adds DoF for scaling (b-c) or depth adjustment (e-f) via
mode switching (d) during manipulation.

heuristic-based selection techniques [14, 10, 48] as well as multiple
rays manipulation techniques [4, 76, 79, 45] have been proposed.
These advancements enable users to perform more efficiently in
complex tasks, such as occlusion target selection [14, 79, 76] and
different trigger actions [45]. However, these enhancements are not
innate capabilities of controllers and require different configuration
parameters. Furthermore, expansion of input channels has been in-
vestigated by adding additional sensors such as capacitive sensors
[62, 1], deformation-detecting [19], and cameras [43] to the device
or by combining these with multimodality [78, 15]. These designs
support rich grip and gestures input to replace buttons, although
they require additional sensing units which might not always be
available or convenient to use.

In this work, we drew inspiration from the dexterity of every-
day tools like chopsticks and pliers to propose a controller called
Dual-Stick, characterized by a dual-stick structure combined with a
Dual-Ray interaction paradigm (Fig. 1). This design leverages fin-
ger dexterity, allowing for independent adjustments to each stick’s
position and the relative angle between them. The innovation of
the dual-ray interaction paradigm lies in its selection mechanism,
which replaces the traditional pointer-triggered selection with a but-
tonless clamp. Coupled with the added degree of freedom, this
greatly enhances the flexibility of object manipulation with dual-
stick tools.

We conducted two user studies to evaluate the performance of
Dual-Ray. The first study focused on distant target selection, and
the results showed that Dual-Ray was more efficient than traditional
single-ray input, with selection time significantly reduced by 23.5%
and error rates significantly lowered by 31.9%. However, it did
not surpass a heuristically enhanced single-ray technique, where se-
lection time was comparable, but the error rates were 9.4% points
higher. The second study assessed distant object manipulation, and
the results showed that Dual-Ray significantly reduced completion



time by 21.6% and the number of mode switches by 65.8% com-
pared to single-ray input.

This paper makes the following contributions: i) Dual-Stick as a
novel design of VR controller that leverages the extra input dimen-
sions of dual rays, innovating a buttonless clamping mechanism.
ii) design of the interaction techniques for Dual-Ray to support tar-
get selection, manipulation and mode switching; iii) evaluation of
Dual-Ray that demonstrated its advantages in distant target selec-
tions and flexible object manipulation.

2 RELATED WORK

The Dual-Stick represents an innovative attempt to expand raycast-
ing input capabilities and reduce button dependency, in the face of
increasingly lightweight input devices. This effort closely aligns
with ongoing research in VR input devices, raycasting innovations,
and mode switching techniques.

2.1 VR Input Devices
Current VR input methods include vision-based tracking [49],
wearable devices [30], and handheld controllers [73]. Vision-based
devices, like Leap Motion and Oculus Quest, use computer vision
for free-hand interactions but are susceptible to illumination and
occlusion issues [50]. Wearable devices, such as data gloves, of-
fer precise tracking but face challenges in fabrication and calibra-
tion [28]. Alternative modalities like eye gaze [12] and speech [15]
show promise but require further refinement for intuitive 3D input
[13]. Despite these advancements, mainstream VR still relies on
handheld controllers (e.g., HTC Vive, Oculus Rift) that offer six
degrees of freedom but can be bulky, costly, and lack precision in
complex interactions [13].

This has spurred research into thin, lightweight controllers in-
spired by everyday tools, like pen-shaped controllers [34, 55],
which enable precise input and are popular in VR sketching systems
[16]. Other designs explore spatial input using wands [9], chop-
sticks [8], and mobile phones [44]. However, these compact con-
trollers often compromise on buttons and haptic feedback. While
sensors like capacitive [62] and deformation-detecting [19] tech-
nologies have expanded input channels, their practicality and avail-
ability vary. Furthermore, these devices are often akin to single
stick tools, yet there are other familiar tools with potential for VR
input which remain unexplored. This paper investigated dual-stick
tools like chopsticks and tweezers. Existing literature that paid at-
tention to these tools primarily focused on investigating their haptic
design and applications, including VR Grabbers [77] and HapLink-
age [35], while neglecting the exploration of their input capabilities.

2.2 Raycasting-based Selection and Manipulation
Target selection and manipulation are essential interactions in VR
[32, 5], with raycasting techniques [26, 38] being widely used for
interacting with distant objects. Raycasting enables users to manip-
ulate a 5 DoF ray, allowing object selection beyond physical reach
with minimal movement. However, traditional raycasting has lim-
itations, particularly when selecting small or distant targets due to
hand tremors [52]. To address this, researchers proposed using a
cone-shaped ray, or ”spotlight,” to improve stability and increase
selection range [38]. Techniques like manual disambiguation and
heuristic approaches, such as the SQUAD [31] and IntenSelect [14],
have been developed to resolve issues when multiple objects are
present within the selection volume.

Another challenge with traditional raycasting is its difficulty in
accurately designating specific locations in 3D space [57], leading
to challenges with occluded target selection and restricted manipu-
lation. Various techniques [21, 3, 57] have been proposed to over-
come these limitations, often involving a fixed cursor controlled
by VR controllers or touchscreens. Raycasting-based target ma-
nipulation often requires multiple DoF. Integrating higher DoF op-

erations allows users to manipulate objects more naturally, mim-
icking real-world movements. However, this can also introduce
greater complexity and may not always lead to improved perfor-
mance [71, 22]. Researchers also explored multi-finger [45, 4] and
both hands [76, 79, 18] input methods to enhance ray expressive-
ness, such as the iSith technique [76], which calculates the short-
est distance between two rays from each hand. Other multi-model
techniques like gaze-based target manipulation [78] were also pro-
posed, allowing for more complex VR interactions. In this work,
Dual-Stick employs dual rays emitted from the two sticks to aug-
ment the DoF of input, with which we investigate users’ ability to
manipulate the rays for VR interactions.

2.3 Mode Switching Techniques
Mode was defined as a distinct setting within an interface where
the same user input produces results different from those it would
produce in other settings [56]. In typical interactive systems, some
common activation modes include Quasi Mode, which relies on dy-
namic, context-based switching, and Absolute Mode, which ensures
a stable and continuous mapping between user input and system
response. [56]. Mode switching refers to transitioning from one
mode to another [67]. Early mode-switching techniques focused on
pucks, mice, and especially pens (styli) [67], with a significant body
of research examining short stroke gestures [24], pressing firmly or
lightly [37], stylus rolling [6], pen-holding postures [62, 25], and
non-dominant hand usage [7] in pen and touch tabletop systems. In
contrast, for VR/AR mid-interfaces, various hand gestures [61, 67]
and head-based gestures [60] explored by researchers enable mode
switching in mid-air, yet conventional VR applications continue to
rely upon controller buttons and menu switching, as observed in
Microsoft Maquette [40] and Oculus Medium [46].

Mode switching is crucial for target manipulation tasks, encap-
sulating multiple modes for object selection, movement, rotation,
and scaling [72, 20]. This paper seeks to introduce a buttonless
mode switching method, utilizing controller buttons as a baseline
for evaluating mode switching efficiency.

3 DESIGN AND IMPLEMENTATION

We first systematically examined the design and usability of every-
day hand tools with stick-like structures that could potentially in-
spire the design of our new controller, and categorized them based
on their structural types and grip postures. This gave us an under-
standing of the common dual-stick structures and the ways users
typically hold these devices. We then developed the Dual-Stick pro-
totype and designed the Dual-Ray interaction paradigm, a shift in
how user interaction is conducted for better target selection, manip-
ulation, and mode switching.

3.1 Design Space of Stick-Like Handheld Tools
Considering the need for VR controllers to be rigid, directional,
lightweight, and portable, we focused on stick-like everyday hand-
held tools, reviewing 64 tools from literature [35, 33, 70], com-
merce platforms (e.g., Amazon), and image sources (e.g., Pinter-
est). These tools were categorized by structure and grip posture
using affinity diagramming (Fig. 2.a). We identified four struc-
ture types: Single-Stick, common in VR controllers (e.g., screw-
drivers, wrenches); Parallel Dual-Stick, requiring precise finger
control (e.g., chopsticks); End-cross Dual-Stick, enhancing stabil-
ity for gripping (e.g., tweezers); and Middle-cross Dual-Stick, use-
ful for cutting and clamping (e.g., pruners). Five grip postures
were summarized: Grab (thumb and fingers wrap around, e.g.,
wrenches), Claw (similar to Grab but perpendicular), Tripod (fine
operations, e.g., writing), Clench (fists control sticks, e.g., fitness
tools), and Stab (one stick in each hand for balanced tasks)

It can be seen from the design space that although all three Dual-
Stick structure tools are commonly used in life, Parallel Dual-Stick



Figure 2: (a) A design space for stick-shaped handheld tools in daily life includes five grip postures (horizontal) and four structure types (vertical);
Differences in spatial correspondence between structures: End-cross Dual-Stick (b1), Middle-cross Dual-Stick (b2), and variations in movement
patterns for grip postures: Grab (b3), Tripod (b4); 3D-printed Dual-Stick prototype: natural state (c1), clamped in hand (c2), relaxed in hand (c3).

tools like chopstick often require skill training to master. Compar-
ing the End-cross Dual-Stick with the Middle-cross Dual-Stick, we
found that the Middle-cross Dual-Stick structure forms a Class I
lever (fulcrum between effort and load) [74] to save force, while
the End-cross Dual-Stick is classified as a Class III lever (effort be-
tween fulcrum and load) [74] for speed and range of motion [68].
When being used as a VR controller, the latter is more important.
Moreover, considering the raycasting input, the Middle-cross Dual-
Stick structure presents a reverse spatial correspondence between
the user’s actual manipulation end and the virtual ray end, which
is against the user’s intuition, but the End-cross Dual-Stick struc-
ture provides consistent ray control and perception (Fig. 2.b1-b2).
Therefore, we decided to develop the prototype of the Dual-Stick
controller based on the End-cross Dual-Stick structure.

Among the candidate grip postures for this structure, both the
Grab posture and Tripod posture provide good pointing and do not
require an additional gripping handle design. However, the Grab
posture has the advantage of making use of the palm of the hand as
much as possible to ensure stable support with the forearm naturally
relaxed. In contrast, the Tripod posture involves more finger dex-
terity and its usage requires the forearm to be lifted for input. This
could potentially lead to fatigue in long-duration tasks [34]. Ad-
ditionally, we noticed differences in the movement patterns of the
front end of the Dual-Stick when performing the clamping action
with these two different postures (Fig. 2.b3-b4) . The asymmetric
movement pattern of the Tripod posture requires extra effort to re-
orient the Dual-Stick for accurate target clamping. Therefore, we
designate the Grab posture as the default posture for subsequent
design and experiment.

3.2 Prototype
Fig. 2.c1-c3 illustrate our 3D-printed prototype in Formlabs Clear
Resin (V4), a transparent SLA 3D printing material. It composed
of two sticks, each measuring 150 mm in length and 9 mm in di-
ameter, paralleling the size reference of the Apple Pencil [54]. This
size provides a comfortable gripping experience. The sticks are
connected together at one end by an M3*13 screw. Through trial
and error, we incorporated an 8 mm diameter spring (153.3 N/m),
30 mm in length and positioned 30 mm from the end of the sticks,
to enable automatic recovery after clamping and provide primary
haptic feedback similar to that of tweezers and barbecue tongs. This
design allows the sticks to achieve a maximum opening angle of 40°

in their natural state, while maintaining a 13 mm distance from each
other when closed. The average maximum angle of a relaxed grip
is 32°. To track the device’s location and orientation in space, we
3d printed two structurally asymmetric supports to ensure that the
tracking process is unobstructed, and affixed five reflective spheres.
The assembled prototype has a total weight of 38.03 grams.

3.3 Dual-Ray Interaction Design
Traditional controllers have typically used a ray-casting to achieve
distant object pointing, together with buttons for selection and ma-
nipulation. In contrast, the Dual-Stick prototype adopts an end con-
nection structure formed by two sticks, introducing an innovative
interaction paradigm known as the Dual-Ray. The concept is in-
spired by how tools like pliers or tweezers clamp objects in the
real world, which is extended to allow selection, manipulation, and
mode-switching of distant objects within a VR environment.

3.3.1 Target Selection
The initial design of the Dual-Ray selection mechanism involved
two rays clamping and forming a 0-degree angle and simultane-
ously targeting the object. To evaluate its efficiency, we conducted
a preliminary study with 8 participants between age of 24 to 35 (M
= 28.5, SD = 3.71) from a local university, using a Fitts’ law task.
Participants were required to interact with two small spheres placed
2 meter in front of them and 1 meters apart; one sphere functioned
as the start button and the other as the target. We varied six tar-
get sizes (0.143m, 0.097m, 0.067m, 0.046m, 0.032m, 0.023m) to
represent six different Fitts’ ID (index of difficulty), ranging from
3 to 5.5 in 0.5 increments—a common range for Fitts’ ID settings
[65, 69, 34]. The goal was to assess error rates associated with these
difficulty levels. Our findings indicated that for IDs of 4 or higher,
the error rate exceeded 40%, and for IDs of 5 or higher, participants
were even unable to complete the selection task. These results led
us to reconsider and seek improvements in our selection strategies.

Unlike real-world scenarios with two sticks, using two rays to
”grab” a virtual object is impractical due to the absence of force
resistance, causing the rays to easily pass through the object. This
direct selection approach demands users to precisely and simulta-
neously maneuver the two rays to reach a target, increasing con-
trol complexity and making it more challenging than selecting with
a single ray. Conversely, the clamping action of Dual-Ray intro-
duces an additional projection cone (formed by the two rays and



Figure 3: Target selection (a-c) and manipulation mechanism of Dual-Ray, including angle-based manipulation with scaling (e-h) and depth
adjustment(d), where the object’s movement and rotation are bound to the midline between the two rays. Traditional single-ray input (i) and the IntenSelect
technique (j) compared in study 1.

their clamping angle) beyond pointing, which can be incorporated
into the selection process. Therefore, an enhanced selection mech-
anism is under consideration, where the clamping action is utilized
to eliminate the selection ambiguity by assigning likelihood scores
to targets that update based on how much the clamped area overlaps
with the target region.

This approach is common among various heuristic-based single-
ray enhancement techniques [14, 53, 66]. For instance, the IntenSe-
lect technique [14] employs spatial and temporal functions to assign
a score to each target Ti (Fig. 3.j), ultimately selecting the one with
the highest score:

Tiscore(t) = Tiscore(t −1)λ +(1− α(t)
β

)(1−λ ) (1)

where α(t) represents the angle between the ray and the center of
the target at time t, β is the threshold, and λ denotes the weight
given to time decay. It allows for control over the selection’s sticki-
ness and snappiness by adjusting the λ value.

Getting inspired, we define the cone-shaped volume formed by
the two rays emitted from the same point as the valid selection re-
gion. Targets within this conic volume qualify as candidate tar-
gets. This qualification is determined by comparing each target’s
radius with the projected distance from the target’s center point to
the cone’s centerline (Fig. 3.a). In our current proof-of-concept, we
limit our test to the bounding sphere of an object [14]. For each
time step, the score of candidate target Ti is calculated by Eq.2:

Tiscore(t) = Tiscore(t −1)+∆S(t) (2)

where i represents the candidate target’s number, t is the current
time step. The weight ∆S(t) is calculated by Eq.3:

∆S(t) =
Soverlap(t)

Scone(t)
(3)

where Scone(t) represents the cone-shaped volume’s circular projec-
tion area on the target’s depth plane (blue circular area in Fig. 3.a-
b), Soverlap(t) is the overlapping area between Scone(t) and the
target with the same projection (dark green overlapping area in
Fig. 3.a-b). Consequently, when the cone-shaped volume wholly
encompasses the candidate target, ∆S reaches its peak value of 1.

The process of target selection involves dynamically adjusting
the score of each candidate target as the cone progressively nar-
rows, eventually triggering the selection when the dual-stick an-
gle reaches zero and selecting the target with the highest score

(Fig. 3.b-c). Since the scoring is a cumulative process, the timing
of computation commencement holds significant importance. It ne-
cessitates a balance between snappiness – the urgency in respond-
ing to real-time changes; and stickiness – the score’s resistance to
short term fluctuations. Our pilot study showed that starting the cal-
culation when the conic circle’s diameter at the target depth is twice
the target circle’s diameter yields agreeable outcomes.

3.3.2 Target Manipulation

A conventional approach for manipulating objects with a single ray
involves binding the object to the ray to perform translation and ro-
tation. Dual-Ray extends this operation by enabling adjustments to
an object’s size or depth by changing the angle between two rays,
and it facilitates switching between these two manipulation modes
depending on task requirements. While separating the DoF enables
more precise control [71, 22], our design integrates higher DoF,
driven by the characteristics of the dual-stick tool and users’ famil-
iarity with such tools in daily use, thus enabling the simultaneous
execution of multiple actions.

Manipulation with Scaling: Moving, rotating, and scaling are
often done simultaneously on desktop devices due to the flexibility
of multi-finger touch. In VR, however, these tasks typically re-
quire both hands or frequent mode switching. Dual-Ray enables
users to perform these operations simultaneously with one hand.
Object movement and rotation are bound to the Dual-Ray’s center-
line, while changes in the ray’s angle control scaling. Dual-Ray
also allows axis-specific scaling based on the object’s orientation
(Fig. 3.e-f). When the sticks reach their angular limits, a reset can
be performed through mode switching, allowing continued scaling
(Fig. 3.g-h).

Manipulation with Depth Adjustment: Adjusting the depth of
an object in VR can be challenging due to the limitations of single
ray freedom, often requiring the use of joysticks or trackpads on
the controller. Dual-Ray allows the user to adjust an object’s dis-
tance along the centerline of the Dual-Ray through manipulation of
the angle between the two rays. The larger the angle between the
rays, the farther the object is (Fig. 3.d). The object’s movement and
rotation are also tied to the Dual-Ray’s centerline.

3.3.3 Mode Switching

In our design, we define single-clamp and double-clamp operations
instead of button mode switching, similar to the single and double
clicks of a mouse. A single-clamp action is recognized when the



user’s instantaneous acceleration exceeds a predetermined thresh-
old and the clamp angle returns to zero within 500ms [23, 51]. A
double-clamp, on the other hand, is recognized when the clamp an-
gle reaches zero twice within the same timeframe.

In the selection mode, the user automatically transitions to the
target manipulation mode after completing the target selection
through a determined single-clamp action. While in the target ma-
nipulation mode, the Dual-Ray begins to adjust when it touches
the target edge or when the angle surpasses a predefined threshold
(15◦ for our setting). Users canconfirm the current adjustment and
revert to the selection mode using a double-clamp action. Addi-
tionally, a single-clamp action facilitates the swap between scaling
manipulation and depth adjustment, which prevents conflict with
the double-clamp exit action.

4 STUDY 1: PERFORMANCE IN VR TARGET SELECTION

The objective of this study was to evaluate the effectiveness of the
Dual-Ray clamping object selection mechanism in the context of
distant and dense target selection tasks. We compared our method
against the IntenSelect technique [14], which similarly uses scoring
heuristic-based enhancement. Meanwhile, we employed the con-
ventional single-ray of commercial controllers as the baseline.

4.1 Participants and Apparatus

We recruited 12 participants (7 females) between the age of 21 to
30 years (M = 24.08, SD = 2.1) from a university via mailing lists
and posters. Their technical backgrounds included industrial de-
sign, computer applications, and user experience design. All partic-
ipants reported to be right-handed. They all had experience using
End-Cross Dual-Stick structure tools like tweezers and clamps in
daily life, but not very often. Each participant was rewarded with
$USD20 for their participation. Eight of them had experience with
ray-casting techniques in virtual reality before. The studies in this
work obtained ethics approval from a local university.

The Dual-Stick was tracked by four OptiTrack Flex 13 cameras
(120 FPS). We used Oculus Quest 2 headset as the device to render
the virtual environment for users. The software was implemented in
C# in Unity 3D (2021.3.20) with the optitrack plugin (1.4.0), which
was driven by a Windows 10 desktop (CPU: i7-6700, 16 GB, GPU:
Geforce GTX 1080).

4.2 Design and Procedure

We designed a within-subject experiment with three independent
variables: Techniques: Single-Ray, IntenSelect (IntenS), Dual-Ray;
Densities: Low (15), High (40); and Sizes: Big (8 cm), Small (4 cm).
The order of techniques was balanced between participants using a
Latin square. The Densities and Sizes were set following Baloup
et al. [3]. High and Low densities are comparative to each other.
All the targets were spread out at pseudo-random positions in a 2m
diameter sphere without visual occlusion, whose center was 2m in
front of the participants. Participants were allowed to rest between
blocks. The study design was: 12 Participants × 3 Techniques × 2
Densities × 2 Sizes × 3 Blocks × 10 Targets = 4, 320 trials in total.
The sample size was ensured by conducting an adequate number of
trials per participant.

At first, we introduced the goal of the experiment and guided the
participant to use the device. They were provided sufficient time to
get familiar with the tasks and techniques before the formal study
started. The virtual scene was set in a confined space measuring 7
square meters. They were standing and maintaining a natural and
comfortable position for their arms (Fig. 4.a-b). The two rays of the
Dual-Ray are set to red and green for differentiation. The IntenS
originally had an additional curve connected to the selected target
as an indicator. While this provided helpful cues, it also introduced
potential visual interference during selection, which fell outside the

scope of our analysis. Additionally, this feedback could lead to in-
consistent selection strategies, such as selecting prematurely based
on predictions or waiting for more precise aiming, resulting in var-
ied outcomes. Therefore, we excluded the visual curve from IntenS
in this study. Prior to the initiation of each condition, a red start but-
ton was presented to the participants. Upon selection of this button,
the condition was initiated. The desired target was highlighted in
blue while other targets were displayed in white. Participants were
required to complete the trials as fast and as accurately as possible,
and were not permitted to proceed to the next target until the cur-
rent one had been accurately selected. Rest periods were allowed
between blocks to minimize the effects of fatigue. The experiment
lasted around 30 min per participant.

To ensure equitable comparisons of completion times and error
rates across conditions, a singular sequence of targets was gener-
ated for all participants, techniques, and blocks, prior to the com-
mencement of the experiment. After the experiment, the partici-
pant was required to fill a questionnaire based on a 7-point Likert
scale (the higher score the better) to give subjective scores for all
techniques. To reduce participants’ burden, we referenced [39] and
employed several key metrics instead of the standard SUS question-
naire to assess the following: Performance: how at ease you feel
and how efficiently you can select targets; Non-Fatigue: the degree
to which the technique minimizes physical or cognitive strain over
time; Sense of Control: the perceived ability to effectively manage
and direct your actions during interaction [42]; Preference: the
techniques you find most intuitive or enjoyable to use.

4.3 Results
To analyze the collected data, we first discarded the outliers that
deviated more than three standard deviations from the mean value
(mean±3std.) in each condition (49 trials, 1.1%). We measured the
completion time and error rates of the task. A repeated-measures
ANOVA was conducted, followed by post-hoc pairwise compar-
isons with Bonferroni correction. The results are shown in Fig. 4.c.

4.3.1 Completion Time
Main Effects. Completion time, defined as the interval between two
selections, was analyzed using a Shapiro-Wilk test, which indicated
a non-normal distribution and necessitated the Aligned Rank Trans-
form (ART) [75]. Repeated-measures ANOVA revealed significant
main effects of Technique (F2,11 = 8.994, p = 0.001), Size (F2,11 =
66.395, p < 0.001), and Density (F2,11 = 61.036, p < 0.001).
Post hoc test revealed that both Dual-Ray (M = 1588.91ms,SD =
126.41ms) and IntenS (M = 1622.58ms,SD = 40.63ms) were sig-
nificantly faster then Single-Ray (M = 2079.40ms,SD= 154.94ms)
(p = 0.044 and p < 0.001, respectively). However, no significant
differences were found between Dual-Ray and IntenS (p = 0.542).

Interaction Effects. The analysis revealed a significant in-
teraction effect of Technique×Size (F2,11 = 38.687, p < 0.001).
Post hoc tests indicated that no significant differences were ob-
served between Small and Large targets for Dual-Ray (p = 0.147).
Moreover, both Dual-Ray and IntenS were significantly faster than
Single-Ray only for Small targets (p= 0.017 and p< 0.001, respec-
tively). A significant interaction effect of Technique×Density was
also found (F2,11 = 7.177, p = 0.004). Post hoc tests revealed sig-
nificant differences between Low and High densities for both Dual-
Ray (p < 0.001) and IntenS (p = 0.002). Additionally, significant
differences were observed between Dual-Ray and Single-Ray for
both Low and High densities (both p < 0.001).

4.3.2 Error Rates
Main Effects. Error rates, defined as the ratio of failed selec-
tions before a successful one to total selections, were normally
distributed according to a Shapiro-Wilks test at the 5% level.
Repeated-measures ANOVA revealed significant main effects of



Figure 4: (a-b) User interface for selection with Dual-Ray and study 1 settings; (c) Mean times and error rates, with 95% confidence intervals error bars, and
subjective feedback, where error bars indicate the standard deviation. Significant effects are marked (∗= p < .05 and ∗∗= p < .001).

Technique (F2,11 = 20.260, p < 0.001), Size (F2,11 = 18.709,
p = 0.001), and Density (F2,11 = 36.384, p < 0.001). Post hoc
tests showed that the error rates of Dual-Ray (M = 16.05%,SD =
2.22%) and IntenS (M = 6.64%,SD = 1.87%) were significantly
lower than those of Single-Ray (M = 23.57%,SD = 3.1%) (p =
0.044 and p = 0.001, respectively). Additionally, IntenS showed
significantly lower error rates than Dual-Ray (p = 0.003).

Interaction Effects. The analysis revealed a significant interac-
tion effect of Technique×Size (F2,11 = 39.036, p< 0.001). Post hoc
tests revealed significant differences between Dual-Ray and Single-
Ray only for Small targets (p < 0.001). IntenS had lower error rates
than both Dual-Ray and Single-Ray for Large targets (p < 0.001
and p = 0.032, respectively), but for Small targets, no significant
differences were found between IntenS and Dual-Ray (p = 0.052).
Additionally, no significant differences were observed between
Small and Large targets for either Dual-Ray (p = 0.658) and In-
tenS (p = 0.173). The analysis also revealed a significant interac-
tion effect of Technique×Density (F2,11 = 10.997, p < 0.001). Post
hoc tests showed that Dual-Ray had lower error rates than Single-
Ray only for Low densities (p = 0.001). IntenS exhibited lower
error rates than both Dual-Ray and Single-Ray for Low (p = 0.014
and p < 0.001, respectively) and High (p = 0.007 and p = 0.02,
respectively) densities. Significant differences were also observed
between Low and High densities for both Dual-Ray (p < 0.001)
and IntenS (p = 0.005).

4.3.3 Subjective Feedback
A Friedman test revealed significant effects of Technique on Per-
formance (χ2(2) = 21.571, p < 0.001), Sense of Control (χ2(2) =
10.905, p = 0.004), and Preference (χ2(2) = 15.048, p = 0.001),
but not on Non-Fatigue (χ2(2) = 2.114, p= 0.347) (Fig. 4.c). Post-
hoc Wilcoxon Signed-Rank tests (Bonferroni corrected) showed
that Dual-Ray outperformed Single-Ray in Performance (Z =
−3.317, p = 0.001) but was rated lower than IntenS (Z =
−2.530, p = 0.011). For Sense of Control, Dual-Ray was rated
higher than both IntenS (Z = −2.547, p = 0.011) and Single-Ray
(Z = −2.795, p = 0.005), although it did not reduce Fatigue. Par-
ticipants appreciated the spring feedback in Dual-Ray but desired
more tactile feedback. In terms of Preference, both Dual-Ray and
IntenS were favored over Single-Ray (p< 0.05), with no significant
difference between Dual-Ray and IntenS (Z =−1.414, p = 0.157).

4.4 Study Discussion
Results showed that Dual-Ray’s performance was unaffected by
Size, but was significantly impacted by Density, with a significant
decline under high-density conditions. This could be attributed

to the heuristic mechanism that effectively reduces target mis-
selection, but cannot mitigate occlusion effects at varying depths.
Integrating techniques such as DepthRay [21] and vMirror [36]
could further enhance performance in high-density environments.

Dual-Ray vs. Single-Ray. The Dual-Ray enhanced target se-
lection by using the conical area between two rays to increase the
active selection area, resulting in a significant reduction in overall
selection time and error rates compared to Single-Ray. However,
as the target size increased, the benefit of the enlarged active area
diminished, leading to no significant differences between the two
techniques for large targets. We also noticed high error rates for
Single-Ray, although we reminded the participant to select the tar-
get as quickly and accurately as possible before starting the exper-
iment. By further analyzing the data, we found that in Small and
Low condition, there were cases where users selected them multi-
ple times, e.g., 73 trials were selected 2-3 times, and 10 trials were
selected 4-5 times, resulting in higher overall error rates.

Dual-Ray vs. IntenS. The results indicated that Dual-Ray and
IntenS yielded similar overall task completion times, but IntenS ex-
hibited significantly lower error rates across almost all conditions,
except for small targets. One possible explanation is that both tech-
niques utilized heuristic methods to accumulate each object’s score,
but differ in user interface. IntenS, as a single-ray system with a pre-
cise pointing marker, requires more time for aiming but results in
lower error rates. In contrast, Dual-Ray lacks a precise indicator,
relying on user intuition, which speeds up the process but increases
errors. Future work could explore adding explicit selection indi-
cators for Dual-Ray, such as visualizing the conical selection area
or midline, to reduce errors. Another contributing factor may be
device stability: the commercial-grade Oculus VR device provides
superior ergonomics and tracking stability, while the Dual-stick still
in its prototype phase, resulted in higher error rates compared to In-
tenS, even approaching Single-Ray under high-density conditions.

User Feedback. The Dual-Stick offers variable force feedback
via a spring mechanism during object selection, simulating the sen-
sation of grasping a real object and affording users a heightened
Sense of Control compared to two Oculus-based techniques. Users
noted that the fatigue associated with Single-Ray and IntenS arose
from the cognitive effort required for precise aiming, while the fa-
tigue with Dual-Ray was due to the physical strain of pressing on
the spring. Consequently, no significant differences in Non-fatigue
were observed across the three techniques. This feedback sug-
gests that future iterations of Dual-Stick could benefit from adaptive
spring force adjustments or active motors to reduce physical strain.



5 STUDY 2: PERFORMANCE IN VR TARGET MANIPULA-
TION

Beyond the clamp selection of the target, another advantage of the
Dual-Ray is to adjust the angle between the two rays as an addi-
tional input, enhancing the freedom of manipulation. To verify this,
in the second study, we evaluated the performance of the Dual-Ray
technique for remote object manipulation tasks with mode switch-
ing mechanism, and compared it to the Single-Ray technique used
in commercial controllers. IntenS was not included in the compari-
son as it is not designed for target manipulation.

5.1 Participants and Apparatus
We recruited 12 participants (6 females) between the ages of 22 and
32 years (M = 24.7, SD = 2.5) from the university. Their technical
backgrounds included industrial design, computer applications, and
user experience design. They did not participate in Study 1. All
participants reported being right-handed and received $USD20 as
compensation for their participation. The same apparatus as the
first study was used.

5.2 Design and Procedure
We designed a typical object manipulation task where participants
were asked to move a cuboid to a target location while main-
taining its size and orientation to match the target. This was a
within-subjects study with three independent variables: Techniques:
Single-Ray, Dual-Ray; Sizes: Small (50%), EqualSize (100%),
Large (200%), relative to the initial cuboid; and Depths: Near (-
2 m), EqualDepth (0 m), Far (+2 m) from the user on a sphere
relative to the initial cuboid.

We referred the guidelines by Bergstrom et al. [5]. For each
condition, the initial size of the cuboid to be manipulated was 0.5
m×1 m×0.5 m, large enough to avoid selection difficulties, located
in the centre of the scene at a depth of 5 m from the user. The target
cuboid was positioned at 10 random points on the sphere plane at
the specified depth, within a yaw and pitch angle of 45°. The posi-
tions were the same for all participants, but appeared in a random
order. The target cuboid was of the specified size and rotated by
a random angle in the z-direction. The order of the Dual-Ray and
Single-Ray techniques was counterbalanced. Thus, the experiment
design was: 12 Participants × 2 Techniques × 3 Sizes × 3 Depths
× 10 Positions = 2160 trials in total. The sample size was ensured
by conducting an adequate number of trials per participant.

The operations of the Dual-Ray technique included Selection,
Manipulation with Scaling, Manipulation with Depth Adjustment,
and Mode Switching via single-clamp and double-clamp. Manip-
ulation with Depth Adjustment was set as the default mode after
selecting the target, with adjustment rates of 0.5 m/◦ for depth and
0.1 times/◦ for scaling. For the Single-Ray technique, we used the
operations of commercial applications like ShapeXR [58] for Ocu-
lus. Users selected the target with the IndexTrigger, attached it to
the handle for translation and rotation, and used the HandTrigger to
switch between scaling and depth adjustment modes. Adjustments
were made by altering the y-value of the ThumbStick, and manipu-
lation was confirmed with the A button. The current manipulation
mode was displayed in the interface for both techniques.

Participants were briefed on the study setup and wore an Oculus
Quest 2 headset while standing (Fig. 5.b). They were given time
to familiarize themselves with the tasks and techniques before the
experiment began. Each trial started with a white initial cuboid and
a semi-transparent orange target cuboid. Participants manipulated
the initial cuboid to match the target’s position, rotation, and size.
In the Dual-Ray technique, the two rays were differentiated by red
and blue colors, with a dotted green line connecting the Dual-Stick
to the object to indicate the manipulated target. To assist with depth
and size perception, 3D arrows were used as indicators (Fig. 5.a).
The degree of overlap between cuboids was shown by the target

cuboid’s gradient color, with darker shades (closer to yellow) indi-
cating greater overlap. A trial was successful when the cuboids’
position, angle, and scale discrepancies were within 10 cm, 10
degrees, and 30%, respectively, at which point the target cuboid
turned green, and the experiment proceeded to the next trial. Each
participant’s session lasted about 30 minutes.

5.3 Measures

For the quantitative assessment, we measured completion time and
number of mode switches for each trial. Completion time included
selection, manipulation, and mode switching times. Selection time
was measured from trial start to target selection, achieved via
single-clamp or button press. For Dual-Ray, manipulation time in-
cluded scaling and depth adjustment, measured from mode entry to
just before a clamp switch or mode exit. For Single-Ray, manipu-
lation time was the sum of translation, rotation, scaling, and depth
adjustment times, measured from button press to release. Mode
switching time covered all non-selection and non-manipulation pe-
riods: the duration of single-clamp and double-clamp actions for
Dual-Ray, and cumulative time between key presses for Single-
Ray. Mode switching frequency was tracked as the total number
of transitions between operation modes. For subjective assessment,
we asked participants to fill a questionnaire based on the same 7-
point Likert scale as in Study 1 to give subjective scores for two
techniques after the experiment.

5.4 Results

To analyze the collected data, we still excluded the outliers that
deviated more than three standard deviations from the mean value
(mean± 3std.) in each condition (40 trials, 1.9%). We measured
the completion time and the number of mode switching, the results
were shown in Fig. 5.c and Fig. 5.e. A repeated-measures ANOVA
was conducted, followed by post-hoc pairwise comparisons with
Bonferroni correction. No instances of incorrect target selection
prior to manipulation were observed during the experiment.

5.4.1 Completion Time

Main Effects. A Shapiro-Wilk test indicated that the data were
non-normally distributed and underwent through ART [75]. Our
Analysis showed significant main effects of Technique (F1,11 =
26.51, p < 0.001), Size (F2,22 = 136.05, p < 0.001), and Depth
(F2,22 = 76.29, p < 0.001) on task completion time. Post hoc
tests revealed that Dual-Ray (M = 9.97s, SD = 0.53s) was sig-
nificantly faster than Single-Ray (M = 7.82s, SD = 0.54s) (p <
0.001). We further split the completion time using the same anal-
ysis and found that Technique had a significant effect on manip-
ulation time (F1,11 = 7.89, p = 0.017) and mode switching time
(F1,11 = 37.55, p < 0.001). Post hoc tests showed that Dual-Ray
significantly reduced manipulation time (p = 0.017) and mode
switching time (p < 0.001) compared to Single-Ray.

Interaction Effects. The interaction effects were found between
Technique×Size (F2,22 = 17.18, p < 0.001). Post hoc tests revealed
significant differences across sizes for both Dual-Ray (Small vs.
Large: p = 0.018; the others: p < 0.001) and Single-Ray (all p <
0.001). Moreover, Dual-Ray demonstrated superior speed com-
pared to Single-Ray for Small (p < 0.001), EqualSize (p = 0.041),
and Large (p = 0.004) target cuboids. Interaction effects were also
observed for Technique×Depth (F2,22 = 35.18, p < 0.001). Post
hoc tests revealed significant differences across depths for Single-
Ray (Near vs. Far: p = 0.001; the others: p < 0.001), and only be-
tween Near and EqualDepth for Dual-Ray (p = 0.03). Compared
to Single-Ray, Dual-Ray demonstrated significantly faster perfor-
mance for Near and Far target cuboids (both p < 0.001), with no
significant differences observed for EqualDepth (p = 0.972).



Figure 5: (a-b) User interface for manipulation with Dual-Ray and study 2 settings; (c-e) Mean completion time and number of mode switching,
with 95% confidence intervals error bars, and subjective feedback, where error bars indicate standard deviation. Significant effects are marked
(∗= p < .05 and ∗∗= p < .001).

5.4.2 Number of Mode Switching
Main Effects. A Shapiro-Wilk test indicated non-normal distri-
bution, so we applied ART [75]. Our analysis showed signifi-
cant effects of Technique (F1,11 = 53.31, p < 0.001), Size (F2,22 =
130.34, p < 0.001), and Depth (F2,22 = 19.78, p < 0.001) on mode
switches. Post hoc tests revealed that Dual-Ray (M = 1.88, SD =
0.05) had significantly fewer switches than Single-Ray (M = 5.50,
SD = 0.52) (p < 0.001).

Interaction Effects. Interaction effects were observed between
Technique×Size (F2,22 = 48.03, p < 0.001). Post hoc analyses re-
vealed significant differences across Size for both Dual-Ray (Small
vs. Large: p = 0.022; the others: p < 0.001) and Single-Ray
(all p < 0.001), with Dual-Ray consistently exhibiting lower error
rates than Single-Ray for all Size conditions (all p < 0.001). Inter-
action effects were also significant for Technique×Depth (F2,22 =
18.89, p < 0.001). Post hoc tests showed significant differences
across Depth for Single-Ray (Near vs. EqualDepth: p = 0.018;
Near vs. Far: p = 0.007; EqualDepth vs. Far: p = 0.001), but no
significant differences for Dual-Ray (all p > 0.05). Furthermore,
Dual-Ray demonstrated significantly lower error rates than Single-
Ray across all Depth conditions (all p < 0.001).

5.4.3 Subjective Feedback
We asked all participants to rate from 1 to 7 from the same four
perspectives as in Study 1, the higher score the better (Fig. 5.d). A
Wilcoxon Signed-Rank showed a significant differences between
Techniques for Performance (Z = −3.12, p = 0.002), Preference
(Z =−2.98, p = 0.003), Non-Fatigue (Z =−3.09, p = 0.002) and
Sense of Control (Z = −3.11, p = 0.002). The results showed that
users preferred the Dual-Ray, which performed better and provided
users with a sense of control. ”Dual-Ray is very flexible, I can ad-
just the size of the object according to the arrows while moving.”
(P1). However, prolonged use led to fatigue, as noted by one par-
ticipant, ”my palms felt tired after clamping many times.” (P9).

5.5 Study Discussion
Dual-Ray leveraged additional DoF, reducing three manipulation
modes into two, which significantly decreased overall task comple-
tion time and mode-switching frequency. Detailed analysis showed
that Dual-Ray minimized both manipulation and mode-switching
time , while the sufficiently large target sizes resulted in no signifi-
cant differences in selection times between the two techniques. The
analysis of interaction effects showed that Dual-Ray was less influ-
enced by changes in depth, both in terms of completion time and the
number of mode switches. Compared to single-ray, no significant
differences were observed under the EqualDepth condition as well.

This may be due to Dual-Ray’s default manipulation mode, which
involves depth adjustment, requiring users to recalibrate depth each
time they begin manipulation, even for targets at the same depth.
We can assume that if the default mode were scaling, a similar
pattern would emerge across different target sizes. Additionally,
making objects smaller or more distant presents greater challenges
for both techniques, as users’ perception and judgment become less
accurate. We also observed that the especially high frequency of
mode switches in Single-Ray could be attributed to users’ inability
to complete transformations in a single attempt, necessitating mul-
tiple switches for depth or size adjustments.

Despite its efficiency, Dual-Ray caused more user fatigue, espe-
cially during prolonged use, due to challenges in maintaining grip
stability and dealing with resistance from the springs. As Dual-Ray
is currently a simple prototype, future iterations should focus on
improving ergonomic design to enhance user comfort. For exam-
ple, reshaping the handles to fit the user’s palm more naturally and
incorporating automatic angle adjustments between the sticks could
help reduce fatigue during operation.

6 DISCUSSION AND FUTURE WORK

As VR controllers become lighter, traditional single-ray and button-
based interactions face challenges in input accuracy and flexibil-
ity. This research explores a Dual-Stick tool, inspired by everyday
tools like clamps and tweezers, using a Dual-Ray input paradigm
to enhance clamp selection and offer additional DoF for manip-
ulation. Our first study evaluated Dual-Ray in a target selection
task, showing improved efficiency through a clamping mechanism
that expands the selection range, with selection times comparable
to the single-ray enhancement technique. The second study con-
firmed that controlling the angle between the Dual-Rays reduced
task completion time and mode switching in manipulation tasks.
These findings suggest that the Dual-Stick structure and Dual-Ray
paradigm offer innovative directions for future VR input devices.
However, our paper has limitations that require further research.

6.1 Dual-Ray as A New Extension of Raycasting Input
Dual-Ray represents a novel extension of VR raycating input, alter-
ing the conventional single-ray with button supplement paradigm.
Through the collaboration of two rays to execute selection and ma-
nipulation tasks, it offers a unique avenue for object interaction
based on clamping mechanism. This is the first exploration of
this paradigm, and our findings offer a preliminary validation of
Dual-Ray’s potential in facilitating distant VR target selection, ma-
nipulation, as well as real-world object interaction. However, in
our first study, we only demonstrated that Dual-Ray outperforms



Figure 6: Other benefits of Dual-Ray : (a) independent control of two
rays; (b) enhanced teleportation; (c) select narrow objects.

traditional single-ray and achieves close performance to similar
heuristic-based enhancement techniques, and it is unclear how this
performance compares to more sophisticated techniques. Future
work could compare advanced single-ray selection enhancement
techniques, such as Bubble Cursor [39] and Quad Cone [31, 38].

In addition to assisting in basic target selection and manipulation
tasks, Dual-Ray has more interesting benefits that deserve further
exploration. As shown in Fig. 6.a, future research could investigate
the ability of the user to independently manipulate two rays, e.g., to
enable rapidly exchange the position of two paintings on the wall.
When using teleportation techniques in VR, the post-transportation
orientation is controlled by changing the relative positions of the
Dual-Ray (Fig. 6.b). Taking advantage of the Dual-Ray’s capability
to select small targets, it can also be used in VR office and gaming
scenarios to clamp narrow items such as books, paper, bows and
arrows to enhance the immersive experience (Fig. 6.c).

However, the Dual-Ray input mechanism also brings some new
challenges. The first is the user’s habit and acceptance. The sin-
gle ray has decades of history and is very familiar to users, but the
operation of the Dual-Ray needs to be re-learned and become natu-
ralized. Secondly, user needs can vary, with certain tasks requiring
less rather than more manipulation freedom [22], such as rotate a
spotlight about a single axis or making a tree taller while not mov-
ing or rotating it. Dual-Ray should allow the user to combine or
limit the DoF for different tasks in the future. The third challenge
is the higher requirements for mode switching. Dual-Ray requires
more finger involvement than single-ray, so the mode switching
should minimize finger movement. This informs our preference
for a buttonless mode switching design.

6.2 Alternative Mode Switching Approaches
Our research demonstrated that the clamping mechanism works
well to support mode switching in basic target selection and ma-
nipulation tasks. However, when frequent switching between mul-
tiple options is required in VR applications, using clamp switching
may be inefficient and fatiguing. Future work could explore other
buttonless mode switching approaches such as pen-based gestures
[6, 34] or micro-gestures [59]. Pen-based gestures encompassing
mid-air tilting, poking, and rolling can be easily recognized and
have been investigated in VR context [34]. Micro-gestures necessi-
tate only minor finger movements and minimally interrupt the pri-
mary task. [2]. Although we advocate the use of a buttonless mode
switching mechanism, it does not mean that we are completely
against buttons. A small number (1 or 2) of button designs could
still be compatible in the future. The key lies in the design of the
location and form of the buttons. The button locations should be er-
gonomically planned, and the buttons should favor touch-sensitive
rather than physical activation to ensure stable input.

6.3 Other Device Formats that Support Dual-Ray
The implementation of the Dual-Ray interaction mechanism hinges
on a suitable controller form. While the Dual-Stick controller rep-
resents one such design, a variety of alternative devices may be
considered. Future research could explore the adaptation of exist-
ing single-stick controllers, introducing flexibility or foldable prop-
erties, thereby facilitating seamless transition between single and

dual stick forms. In this way, the single ray continues to promote
stable and continuous input for basic input or sketching tasks, while
dual ray allows for more freedom and fine control, ideal for tasks
that require precise selection or complex manipulation. Alterna-
tively, transforming real-world dual-stick objects (e.g., scissors or
pliers) into VR input tools by integrating a tracking module could
expand the range of available devices. This approach could reduce
reliance on specialized VR controllers, allowing users to repurpose
everyday objects as VR input tools when needed.

6.4 Multimodal Feedback Enhancement
The use of multimodal feedback in VR can enhance the user experi-
ence and improve the interaction efficiency [41]. In terms of visual
feedback, Dual-Ray incorporates an additional centerline connect-
ing the Dual-Stick to the selected object alongside the two rays,
facilitating intuitive identification of the object under manipulation.
It would be beneficial in the future to visualize the plane that the
rays clamp onto, or the cone they encompass, thereby enhancing the
visualization of the selection range. The haptic feedback of Dual-
Ray is derived from spring resistance. While this has been shown
to enhance immersion and enjoyment, it does not provide a tactile
cue indicating object contact during the clamping process. Future
research could enhance the user experience by integrating a sim-
ple vibration motor and audible cues into the Dual-Stick. However,
the added weight and altered shape might make the controller less
comfortable to hold, leading to increased fatigue. Therefore, it is
important to strike a balance between enhancing the immersive ex-
perience and preserving comfort. Such features were omitted from
our prototype to maintain the validity of the comparison with tradi-
tional VR controllers.

6.5 Handheld Input Device for Spacial Interaction
As spatial interaction and computation continue to evolve, the
future direction for handheld controllers is gravitating towards
lightweight designs and widespread compatibility. The lightweight
design facilitates ease of portability and operation of devices in var-
ious settings. The design of Dual-Ray is a novel attempt towards the
goal, with its advantages and challenges being aware of and investi-
gated. Compatibility is due to the fact that future spatial interaction
scenarios will encompass desktop interaction, virtual reality, aug-
mented reality, large-screen interaction, and cross-platform inter-
action amongst these devices. Leveraging its lightweight structure
and pen-like ability to input directly into 2D desktop devices, the
Dual-Stick is well-positioned to meet these demands. In the future,
it could be possible to explore cross-device and cross-reality inter-
action capabilities of the Dual-Stick.

7 CONCLUSION

This research introduced the Dual-Stick tool with a Dual-Ray input
paradigm, designed for clamp selection and enhanced manipulation
DoF. Two studies were conducted to evaluate Dual-Ray’s perfor-
mance in target selection and manipulation tasks, using traditional
single-ray as a baseline. The first study showed a 23.5% reduction
in selection time and a 31.9% decrease in error rates with Dual-
Ray. Compared to the heuristic IntenSelect, Dual-Ray had simi-
lar selection times but 9.4% higher error rates. The second study
demonstrated that Dual-Ray’s added DoF reduced task completion
time by 21.6% and mode switching by 65.8%. We also discussed
the limitations of Dual-Ray and future research opportunities.
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